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Figure 1: A design process supported by XDesign, a web-based interactive platform for XAI education.

ABSTRACT
We introduce XDesign, a web-based interactive platform that guides
learners through a multi-stage design process for creating user-
centered explanations of AI models. Results from a course deploy-
ment show that students were able to identify concrete user needs
in interacting with explanations, highlight user tasks to support
the needs, and design a user interface that aids the tasks.
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1 INTRODUCTION
Research on Explainable AI (XAI) seeks to help humans compre-
hend results produced by the AI models. Explanations should not
only accurately represent model results but also be comprehensive
and interpretable to users. In other words, explanations need to be
usable by effectively supporting user needs. Most of the currently
available learning materials for XAI have focused on algorithms
for generating explanations and discussions of ethical perspectives
of explanations, but few materials address how to design usable
explanations that involve a user-centered design process [1].

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
SIGCSE 2022, March 3–5, 2022, Providence, RI, USA.
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9071-2/22/03.
https://doi.org/10.1145/3478432.3499052

2 OVERVIEW & EVALUATION
We built XDesign, a web-based interactive platform that provides
step-by-step instructions that guide learners to create an interac-
tive UI prototype that presents explanations. The platform asks
learners to use the LIME explainer [2], a model-agnostic algorithm
for generating explanations, to identify when it fails to present
comprehensive explanations and design an interactive UI prototype
that can address the limitations. XDesign offers specific tasks to
students in each step (Figure 1). Our evaluation with 44 students at
our university shows that students were able to successfully create
UI prototypes by identifying concrete user needs from observations.

3 CONTRIBUTIONS & FUTUREWORK
Our main contributions are: (1) XDesign, a web-based interactive
platform that guides learners to create an interactive UI prototype
with usable explanations, and (2) results from a class deployment
over two semesters showing that students were able to easily follow
the design process to create UI prototypes that address user needs
for XAI. As future work, we would like to further improve XDesign
to cover other types of machine learning tasks and XAI techniques,
thereby generalizing the platform to broader responsible AI educa-
tion contexts such as transparency, fairness, and trust.
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