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When crowdsourcing the creation of machine learning datasets, statistical distributions that capture diverse answers can represent ambiguous data better than a single best answer. Unfortunately, collecting distributions is expensive because a large number of responses need to be collected to form a stable distribution. Despite this, the efficient collection of answer distributions—that is, ways to use less human effort to collect estimates of the eventual distribution that would be formed by a large group of responses—is an under-studied topic. In this paper, we demonstrate that this type of estimation is possible and characterize different elicitation approaches to guide the development of future systems. We investigate eight elicitation approaches along two dimensions: annotation granularity and estimation perspective. Annotation granularity is varied by annotating i) a single “best” label, ii) all relevant labels, iii) a ranking of all relevant labels, or iv) real-valued weights for all relevant labels. Estimation perspective is varied by prompting workers to either respond with their own answer or an estimate of the answer(s) that they expect other workers would provide. Our study collected ordinal annotations on the emotional valence of facial images from 1,960 crowd workers and found that, surprisingly, the most fine-grained elicitation methods were not the most accurate, despite workers spending more time to provide answers. Instead, the most efficient approach was to ask workers to choose all relevant classes that others would have selected. This resulted in a 21.4% reduction in the human time required to reach the same performance as the baseline (i.e., selecting a single answer with their own perspective). By analyzing cases in which finer-grained annotations degraded performance, we contribute to a better understanding of the trade-offs between answer elicitation approaches. Our work makes it more tractable to use answer distributions in large-scale tasks such as ML training, and aims to spark future work on techniques that can efficiently estimate answer distributions.
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1 INTRODUCTION

When creating Machine Learning (ML) datasets, it is a common practice to crowdsource a single best answer to represent a data instance (e.g., annotating a data instance with a label). To assure the quality of answers, ML practitioners and crowdsourcing researchers usually collect answers with high levels of agreement [71, 78]. However, in domains where answers are ambiguous or subjective, such as emotion recognition [82] or entity recognition [47], multiple valid interpretations may exist. One key reason for this is data ambiguity, where a data instance lacks sufficient contextual information to be annotated with a single label [1, 16, 17, 47, 64]. In these cases, answer distributions can more accurately represent people’s interpretations than a single best answer would [16]. For example, in emotion annotation, they can indicate whether an emotion is subtly or clearly displayed [82]. As a result, answer distributions have been used as a supervisory signal for training ML models on ambiguous data [3, 17, 24–26, 41, 82]. Unfortunately, crowdsourcing answer distributions will use more human time (and thus, cost) because accurately estimating the proportion of people who would select each label requires more signal than identifying the single majority answer.

In this paper, we show it is possible to estimate the answer distribution of a larger group using fewer workers by eliciting richer responses (e.g., multiple labels with frequency information) from each worker. We investigate eight elicitation approaches along two dimensions: annotation granularity and estimation perspective (Table 1). For annotation granularity, we vary the amount of information that crowd workers are asked to provide, expecting that crowd workers estimate answer distributions more efficiently with finer granularity. We examine four levels of granularity: 1) choosing a single “best” label, 2) choosing all plausible labels, 3) ranking all plausible labels, and 4) annotating the real-valued probability that each label is a plausible answer. For estimation perspective, we ask workers to either respond with their own perspective or estimate from other people’s perspective, similar to peer prediction from Bayesian Truth Serum [65, 66].

To evaluate these $4 \times 2$ experimental conditions, we measure accuracy and total human time required. Our study collected ordinal annotations from 1,960 crowd workers on the emotional valence of ambiguous facial expressions in images. Our results show that the most accurate and efficient approach was choosing all plausible labels that other workers would have selected. This approach achieved similar performance to the baseline (choosing a single best label) with 40% fewer workers and 21.4% less human time. It even outperformed approaches that elicited more fine-grained annotations and took more time. We observed that estimating from other workers’ perspective was more effective only when selecting a set of plausible labels (without fine-grained weights). Further analysis showed that for the most fine-grained approach, which involved annotating the probability, workers had a tendency to concentrate probabilities to a smaller number of labels, which explains the trade-offs observed in annotation granularity. Our findings best apply to task domains in which crowd workers generate diverse answers mainly due to data ambiguity. Overall, we make using answer distributions more feasible in tasks that require a large amount of data, such as ML training, and characterize opportunities and challenges in designing elicitation approaches for a more efficient collection of answer distributions.

In this paper, we contribute the following:

- A systematic evaluation of eight elicitation approaches for estimating collective answer distributions, which vary by annotation granularity and estimation perspective.
- Experimental results and analysis on a facial image emotion annotation task, which show fine-grained annotations do not always lead to better estimation, due to heavily skewed estimations in answers from individual workers.
- Guidelines to apply our findings more broadly for efficient and accurate estimation of collective answer distributions in other domains.
2 RELATED WORK

In this section, we review research on 1) causes of answer variation in annotation tasks, 2) benefits of answer distributions in training ML models, 3) elicitation approaches used for ambiguous data annotation, 4) techniques that leverage people’s ability to estimate other people’s answers, and 5) approaches that leverage diverse answers in other domains.

2.1 Understanding Sources of Answer Variation in Annotation Tasks

Previous research has found that, for ambiguous data, annotators may generate disagreeing and diverse answers that are still valid, which implies a level of inaccuracy in representing such data with a single label. Using the triangle of reference [61], Dumitrache et al. [15] claimed that inter-annotator disagreement comes from three sources, 1) sign: the ambiguity of the data instance itself, 2) interpreter: annotators’ different perspectives, and 3) referent: under-specified annotation design. For the aspect of sign, Plank et al. [64] found that even expert annotators disagreed in part-of-speech tagging and claimed that diverse answers can be due to the ambiguity of the data. On the other hand, Sen et al. [68] and Lee et al. [56] reported cases where answer disagreement was due to the different perspectives or expertise of contributors. They found experts and crowd workers generated systematic disagreement in tasks with domain-specific concepts. Kairam et al. [47] found that besides the ambiguity of data and annotators, referent, an unclear annotation design, can also be a source of disagreement in entity extraction tasks. Motivated by previous work that suggested ambiguous data would not be best represented with a single answer, we investigate annotation approaches to collect a distribution of answers more efficiently.

2.2 Benefits of Using Answer Distributions as Annotations

For ML models trained on ambiguous data, answer distributions would be more accurate annotations for data instances than a single answer. With the CrowdTruth metric, which computes the degree of disagreement within an answer distribution, Dumitrache et al. [16] found that answer distributions convey information about the ambiguity of data. Zhang et al. [82] used the answer distribution as the supervisory signal for training an emotion inference model, because it can capture the subtlety in an emotional display. Similarly, Aung et al. [3] used answer distributions when training a machine learning model that infers how much students are engaged in a lecture video from ambiguous facial images. For ambiguous data, using answer distributions as supervisory signals also benefits the performance of machine learning models. Aung et al. [3] and Gao et al. [24] found that using answer distributions gave rise to regularization effects as a model avoided learning from only one answer, but instead learned from multiple plausible answers. In this work, to make such benefits of answer distributions more feasible, we investigate more efficient elicitation approaches for collecting answer distributions.

2.3 Annotation Elicitation Approaches for Ambiguous Data

For ambiguous data instances that cannot be best represented with a single answer, researchers examined various elicitation approaches, but not with the focus on how efficiently and accurately those approaches estimate answer distributions. One approach is allowing annotators to choose multiple labels. In a medical relation extraction task, Dumitrache et al. [17] allowed annotators to choose multiple labels and aggregated responses in a vector in which each dimension is the frequency of crowd workers selecting each label. Dumitrache et al. showed that such an approach improved the performance of the trained algorithm, but did not show how it estimated answer distributions. Cascade and Deluge [5, 8] also allowed workers to select multiple labels to obtain a set of most relevant labels in the classification task. However, these systems focused on obtaining a full range of similar labels to give better context to crowd workers who later choose one final label.
Another approach is for workers to directly generate the answer distribution. Augustin et al. [2] collected annotations in the distributions and measured their accuracy on retrieving objective proportion values, such as the amount of color used in a flag, or getting distributions defined by expert annotators. Jurgens [46] elicited a weighted selection of multiple labels in word sense disambiguation, which is an ambiguous annotation domain, but focused on getting consistent answers with a high inter-annotator agreement. For elicitation approaches motivated by previous work, this work investigates how accurately and efficiently different elicitation approaches can be used in estimating collective answer distributions.

2.4 Estimating Other People’s Perspective

The approach of estimating how other people would have answered a question has been used in previous work, but with a different purpose from our use case. Bayesian Truth Serum [65, 66] used distribution estimates on other people’s answers to get one correct answer from by comparing the aggregated estimations with aggregated answers from people’s own perspectives. For an ideation task, Teevan et al. [77] asked individuals to come up with more diverse ideas by making them assume different expert roles. Unlike these, for ambiguous data annotation tasks, our work evaluates if a low number of workers can estimate eventual answer distributions that many responses would form by assuming perspectives of other annotators.

2.5 Approaches that Leverage Diverse Answers

Our work builds on previous approaches that leveraged multiple answers to achieve a diverse range of goals, from collecting a thorough set of diverse answers to using diverse answers to compute out the best answer.

Data generation tasks for natural language processing, such as natural language elicitation [80], summarization [42] or paraphrase tasks [43] have elicited diverse answers to get thorough datasets that can make machine learning algorithms robust. In order to elicit a more diverse set of responses, previous research has used priming via different instructions or examples to help workers focus on different aspects of the text and hence generate diverse natural language data instances.

Work in crowdsourcing for visual tasks has also leveraged diverse responses to get a single “best” answer. For example, Song et al. [73, 74] elicited and aggregated diverse responses with various error patterns with different tools to get the most accurate results. Gurari et al. [33] expanded this approach to also consider diverse outputs of machine algorithms and more efficiently crowdsourced segmentations. Song et al. [75] aggregated annotations from diverse video frames to more accurately reconstruct 3D scenes from 2D videos.

Crowd ideation is another domain where getting diverse, non-overlapping responses is a crucial goal. To get more diverse responses from crowds, Siangliulue et al. [69] exposed crowds to a more diverse set of examples and showed that the timely exposure of examples can help crowds generate more ideas [70]. Girotto et al. also increased the diversity of ideas with personalized inspiration [27]. Teevan et al. let crowds assume different roles of experts and crowdsourced more diverse ideas [77]. In a civic engagement system for crowd ideation, Grau et al. [30] studied ways to motivate diverse participants, which can lead to diverse answers.

For subjective tasks, systems that aggregate diverse opinions help users to make optimal decisions. Kim et al. [50] built a system that helps citizens deliberate on public policy with an awareness of the opinions of diverse stakeholders. In the context of decision making, Hong et al. [34, 35] built a system that enables users to be aware of the diverse opinions of a small group of users.

In this paper we aim to use different elicitation approaches to more efficiently crowdsource the collection of diverse responses to ambiguous data.
Efficient Elicitation Approaches to Estimate Collective Crowd Answers

3 ANSWER ELICITATION APPROACHES

In this work, we investigate answer elicitation approaches to reliably estimate collective answer distributions for ambiguous data. A collective answer distribution captures the proportion of each label given by a group sampled from a target population. Since getting reliable collective answer distribution requires more responses (samples) [13], it can be prohibitively expensive for large-scale annotation tasks. In this section, we describe our approaches to elicit richer responses from each crowd worker, to estimate the collective answer distribution with less total crowd worker effort.

We considered three factors that cause answer variation (introduced in Section 2.1): sign (input data), interpreter (annotator perspective), and referent (annotation options). Ambiguous sign, or a data instance, serves as the major source of diverse answers that form the distribution and we explain how we included it in the study in Section 4.2. We primarily considered referent and interpreter when devising the elicitation methods for estimating collective answer distributions. For referent, we focused on the annotation granularity, which we varied across four levels, from the most coarse-grained single answer to the most fine-grained real-valued probabilities. For interpreter, we examined the estimation perspective, specifically, whether an annotator is responding from their own perspective or from an indirect perspective by estimating the answers of other workers. Here, we describe eight answer elicitation approaches (Table 1) derived from these two dimensions.
3.1 Varying the Granularity of Annotations

For annotation granularity, we explored four levels. The conventional and simplest annotation approach is Single, which only allows a single answer from a worker (Figure 1a). This approach is used as a baseline approach in our study. However, crowd workers would be able to offer more information than a single answer because people can recognize multiple potential interpretations of ambiguous data. Thus, we examine whether receiving more fine-grained annotations than a single answer could improve the efficiency of estimating collective answer distributions. Multiple (Figure 1b) allows workers to choose multiple labels that they believe are the most plausibly correct. Ranking (Figure 1c) asks workers to provide an ordered set of labels based on which they think will be the most correct. Probability (Figure 1d) asks workers to assign a real-valued weight to each label to represent the relative confidence they have in each label.

We expect that workers would estimate answer distributions more accurately with Probability, because it is the most precise annotation method which can even represent the exact collective answer distribution. In summary, we varied annotation granularity across four levels by changing the amount of information that workers can convey about their confidence in different labels.

3.2 Varying the Perspective of Workers with Prompts

For estimation perspective, we examined two viewpoints. Self asks workers to annotate with their own belief in what the correct label or a set of labels is. However, prior work has shown that asking people to estimate the beliefs of a group can more accurately capture the correct answers. Further, the different backgrounds and perspectives that workers bring to the task may be best elicited if we ask them to estimate what others in a larger group would answer. Thus, Others asks workers to estimate the response of the group.

Our final set of eight experimental conditions is composed of all combinations of our four granularities paired with each of our two estimation perspectives (Table 1).

4 EXPERIMENTAL SETUP

To understand how elicitation approaches affect the efficiency of estimating collective answer distributions, we conducted an experiment with the task of annotating the emotional valence of facial expression in images. First, we describe how we measured the efficiency of approaches. Second, we explain why emotion annotation is an adequate domain for the study and which dataset we used. Then, we introduce how we collected gold standard distributions and how we measured the stability of gold standard distributions. After that, we explain how we recruited participants and our experimental procedure and interfaces for the eight elicitation approaches.

4.1 Metrics

We define efficiency as the cost required to reach a given level of accuracy. Accuracy is defined as the distance between an estimated distribution and a gold standard distribution. We explain how we create gold standard distributions in Section 4.3. To measure the distance, we used Wasserstein distance, which is the minimum cost of converting one continuous distribution to another. We did not use the other widely-used metric, KL divergence, because it does not reflect the inherently ordered relationship between ordinal labels. For instance, a distribution with weights concentrated on the negative emotion should be measured as more similar to the neutral emotion than to the positive emotion, but KL divergence assigns the same distance (Figure 2).

When calculating the Wasserstein distance, we mapped ordinal labels to continuous values with equal distances between adjacent labels, following the practice in ML. Figure 3 shows an illustration of how a difference between two distributions is expressed in Wasserstein distance.
Efficient Elicitation Approaches to Estimate Collective Crowd Answers

Fig. 2. Distances between distributions measured with two different metrics: Wasserstein distance and KL divergence. Wasserstein distance (depicted with black lines and values) more accurately represents the relationship between ordinal labels, measuring the distance between negative emotion and positive emotion as the farthest. However, KL divergence (depicted with red lines and values) cannot capture this relationship.

Fig. 3. An illustration of how changes in distribution affect the Wasserstein distance. The red box and the red arrow indicate how the weight moves, and the expression $A \times B$ indicates that the weight of B moved the distance A in the ordinal labels. The next distribution on the right indicates the distribution after the change. The number above the black arrow is the Wasserstein distance between the two distributions.

cost measure is defined in terms of the total human time used to complete the estimation. Because it is common to fix the hourly wage for a worker, the total human time can represent the total cost.

4.2 Dataset

Emotional expressions can have ambiguous characteristics and they are not always interpreted uniformly across different individuals [4]. Prior work has shown that representing emotional expressions with answer distributions can convey richer information, such as how subtly the emotion is expressed [82], but an efficient estimation of collective answer distribution has been under-explored. In this study, for facial expression images, we collected the answer distribution of the positiveness/negativeness of emotional valence, represented in five ordinal labels [82]. For the facial emotion image dataset, we used the FACES dataset [19]. The FACES dataset contains 2,052 facial expression images of 179 faces with diverse ages between 19 and 80. In the FACES dataset, each image in the dataset is intended to display one of six emotions: happiness, neutrality, anger, fear, sadness, or disgust. The main reason we used the FACES dataset is that we could select an ambiguous subset of images with provided validation annotations, which are ratings of how many annotators perceived the emotion of a person in an image as what the image was intended for. We used validation annotations to choose the top 40 most ambiguous images.

4.3 Gold Standard Distributions

For the gold standard of answer distribution estimation, we used collective answer distributions that consist of 50 Single annotations and measured their stability via bootstrapping.
4.3.1 Collection of gold standard distributions. For each data instance, we used the distribution of 50 Single annotations for gold standard distribution. We used Single annotations because it is the most widely-used annotation collection method. To minimize the effects of malicious workers and noisy task results, we used two methods. First, we used gold standard questions [36, 55, 62] with clear displays of positive or negative emotions. For the gold standard questions, we chose four images in which validation annotations in the FACES dataset fully agreed with the intended emotion. When a worker annotated these images incorrectly in the direction of emotional valence, we considered the worker as low-quality or malicious and omitted their data. Second, we collected a worker’s reasoning for their annotations to filter out low-quality task results [60]. Specifically, we filtered out annotations in which a crowd worker’s reasoning contradicted with their annotation. For instance, we filtered out an annotation where a worker answered with positive emotion and reasoning saying "This person seems very suspicious about something and it is upsetting him". Two authors inspected annotations and reasoning independently and had substantial agreements (Cohen’s $\kappa = 0.80$). Disagreements between authors were resolved by discussions. With these filtering methods, we collected gold standard annotations until we reached 50 annotations for each data instance. Each crowd worker annotated five images including one gold standard question, and for the 40 ambiguous images, we recruited 500 workers from Amazon Mechanical Turk (MTurk) using LegionTools [54]. We recruited crowd workers only in the US with an acceptance rate higher than 97%. We paid each worker $0.90, which was an hourly wage of $13.74.

4.3.2 Stability of gold standard distributions. Because we sampled 50 Single answer responses for each gold standard distribution, the distribution can be different if we sample answers again. To see how much gold standard distributions vary with resampling, we analyzed their stability with bootstrapping [20]. Specifically, we randomly resampled distributions from each gold standard distribution with replacement 10,000 times and calculated the Wasserstein distance between the original distribution and the resampled one. Using this method, we estimate how variable the distributions were. The mean distance between gold standard distributions and resampled distributions was 0.11 ($\sigma = 0.07$). This mean is shown as gray dotted lines in Figure 5 and Figure 7.

4.4 Participants

For the 40 images, we collected 30 annotations for each image-condition pair. With eight elicitation approaches, we collected 9,600 annotations in total. While crowd workers annotated five images, some annotations were lost due to technical issues, and therefore we continued recruiting workers until we collected 9,600 annotations. Using LegionTools [54], we recruited a total of 1,960 workers from MTurk, who were in the US and had an acceptance rate higher than 97%. We did not recruit workers who participated in the collection of the gold standard distribution. We paid workers $1.20 for all annotation approaches, which yielded an average hourly wage of $8.66.

4.5 Data Collection Procedure and Interface

To collect data, we conducted a between-subject study, where a worker only annotated with one elicitation approach. The study consisted of two parts: instructions and tasks.

When crowd workers entered the experiment, they were randomly assigned to one of the eight elicitation conditions. Workers were first given instructions explaining the annotation approach that they would use. To determine if workers understood the task, we added a quiz at the end of the instructions. For workers who did not pass this quiz, we excluded their data from the analysis.

After the instruction phase, crowd workers started annotating five emotional facial expression images. For Single and SingleEsti, workers were given radio buttons, and for Multiple and MultipleEsti, workers were given checkboxes. For Ranking and RankingEsti, workers were given checkboxes.
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In the task page

<table>
<thead>
<tr>
<th>Method</th>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>Annotate the person’s emotion as you think. Choose the best value from the options below.</td>
</tr>
<tr>
<td>Multiple</td>
<td>Annotate the person’s emotion as you think. Choose all possible values from the options below (You must choose at least one option).</td>
</tr>
<tr>
<td>Ranking</td>
<td>Annotate the person’s emotion as you think. Choose all possible values from the options below and rank them. The most plausible answer should go first and the least plausible answer should go last. (You must choose at least one option, but may not need to choose all options).</td>
</tr>
<tr>
<td>Probability</td>
<td>Annotate the person’s emotion as you think. Decide how probably each value can represent the person’s emotion (You are given 100 tokens to express your subjective probability).</td>
</tr>
<tr>
<td>SingleEsti</td>
<td>Imagine 100 crowd workers were asked to choose one value to annotate the data. Estimate the value that most of the other crowd workers are expected to select.</td>
</tr>
<tr>
<td>MultipleEsti</td>
<td>Imagine 100 crowd workers were asked to choose one value to annotate the data. Estimate all possible values that the other crowd workers are expected to select (You must choose at least one).</td>
</tr>
<tr>
<td>RankingEsti</td>
<td>Imagine 100 crowd workers were asked to choose one value to annotate the data. Estimate all possible values that the other crowd workers are expected to select and rank them. From your estimation, the most popular answer should go first and the least popular answer should go last (You must choose at least one option, but may not need to choose all options).</td>
</tr>
<tr>
<td>ProbabilityEsti</td>
<td>Imagine 100 crowd workers were asked to choose one value to annotate the data. Estimate how probable each value is to be selected by other crowd workers (You are given 100 tokens to express worker distribution).</td>
</tr>
</tbody>
</table>

Table 2. Instructions in the task interface

Fig. 4. The task interface screenshot in Single. Workers are shown an image to annotate, complete the annotation task with the elicitation interface, and give a reason for their selection.

with an additional function of recording the ranking of each selection with the order that the label was selected with. We decided on this design to minimize the task time, with the manual interaction not being far different from ordinary checkboxes. Other possible options like dragging items and aligning them in a ranking order would have resulted in much more task time compared to the simpler interaction.

For Probability and ProbabilityEsti, workers were allowed to assign tokens to ordinal labels, with the constraint that they are summed to 100. This approach of using tokens has been shown to be effective for laypeople to understand probabilities [12, 28]. However, unlike previous work which used a graphical representation of tokens, we did not add the graphical representation because
Fig. 5. The performance of elicitation approaches with varying numbers of annotations aggregated (individual, two, three, 10, 15, and 30), measured in Wasserstein distance. Horizontal lines (color-coded according to the approach in the right end of the line) above bar charts indicate whether the performance difference between approaches on the left end of the line and the right end of the line is significant (p-value below .05/28 = .0018, after Bonferroni correction) and the effect size is above 0.5 (measured with Cohen’s d). When fewer than four annotations were aggregated, only the MultipleEsti condition consistently outperformed the baseline (Single) condition with the effect size larger than 0.5. Error bars indicate standard deviations. The resampled distance refers to the average distance between the gold standard distribution and resampled distributions.

it would result in substantial changes in the interface compared to other approaches, which may influence our experimental results.

Following previous work that crowdsourced collective answer distributions in a similar domain [82], we set the number of ordinal labels to five. Having five labels also can result in less confusion in understanding ordinal labels [10, 11, 44]. All images given to each worker were randomly sampled without replacement. We also asked for the worker’s reasoning for their annotations, to better understand their intent [51] and making the interface similar to that of the gold standard collection (Figure 4).

5 RESULTS

In this section, we present results from the comparison of elicitation approaches. First, we compare the accuracy of individual annotations. Then, we evaluate the accuracy when the same number of annotations are aggregated. We also examine the accuracy when we set the total time spent to be the same for each elicitation approach. For elicitation approaches that turned out to be more efficient than the baseline, we evaluate to what extent these approaches reduce the cost. Lastly, we examine how the benefits of fine-grained annotations vary with different data instances.
5.1 For Individual Annotations, *MultipleEsti* Outperforms Other Approaches

5.1.1 Analysis Method. We compared the accuracy of individual annotations between different elicitation approaches with the Wasserstein distance to the gold standard distributions. To evaluate the elicitation approaches along two dimensions, we used the non-parametric Scheirer-Ray-Hare test because the Wasserstein distance was skewed (non-normal). For the same reason, for pairwise comparisons, we used the Mann-Whitney *U* test. For the eight elicitation approaches, we conducted \((\binom{8}{2}) = 28\) comparisons, and with Bonferroni correction, we considered the comparison result significant if the *p*-value was below \(.05/28 = .0018\). To show which approach outperformed the other approach with a large difference, we calculated the effect size in Cohen’s *d* and reported the effect size when it was above 0.5, which is medium effect size. For the weights of *Ranking* and *RankingEsti*, we used linearly decaying weights by setting the weight of the first ranked label as *5*, and decreasing the weight by 1 as the number of ranking increases to second, third, and so on. We used this method because it performed better than other approaches, such as exponential weights.

5.1.2 Results. The top-left plot in Figure 5 summarizes how the distance between individual annotations and gold standard distributions differs between elicitation approaches. The results were significantly affected by both the granularity of annotations (Scheirer-Ray-Hare test, \(df = 3, SS = 3.81 \times 10^9, H = 496.35, p < .001\)) and the estimation perspective (Scheirer-Ray-Hare test, \(df = 1, SS = 1.20 \times 10^8, H = 15.66, p < .001\)). There was also a significant interaction between two dimensions (Scheirer-Ray-Hare test, \(df = 3, SS = 1.34 \times 10^8, H = 17.48, p < .001\)). Comparing approaches to each other, *Single* and *SingleEsti* were outperformed by all other approaches (\(p < .0001\) for all other approaches). *MultipleEsti* showed the biggest performance difference to *Single* and *SingleEsti*, with the effect size of 0.55 in Cohen’s *d* for both approaches. For approaches in the Self perspective (Table 1), no significant differences between conditions were found other than comparisons with *Single* (\(p > .0018\) for all approaches). Within approaches of the Others perspective, *MultipleEsti* and *RankingEsti* were significantly more accurate than *ProbabilityEsti* (\(U = 624445.5, n_1 = n_2 = 1200, p < .0001\) for *MultipleEsti-ProbabilityEsti* and \(U = 653951.5, n_1 = n_2 = 1200, p < .0001\) for *RankingEsti-ProbabilityEsti*). When comparing approaches with the dimension of the estimation perspective, the Others perspective only showed benefits between *MultipleEsti* and *Multiple* (\(U = 636014.5, n_1 = n_2 = 1200, p < .0001\)), but not for other granularities of annotations (\(p > .0018\) for all other approaches). Overall, *MultipleEsti* was the most accurate elicitation approach for individual annotations.

5.2 For Fewer Aggregated Annotations, *MultipleEsti* Outperforms Other Approaches

5.2.1 Analysis Method. To evaluate the accuracy of aggregated annotations, we randomly sampled teams from the annotation pool consisting of 30 annotations for each elicitation approach. We tested five team sizes, aggregating 2, 3, 10, 15, or 30 annotations. To calculate the average and standard deviation, for each team size, we sampled at maximum 1000 teams with replacement. However, for statistical tests, we used unique teams that do not have overlapping annotations, as sampling with replacement can violate the underlying independence assumption of our statistical tests. For example, total 10 teams with the team size of three annotations can be made out of the pool of total 30 annotations to avoid selecting overlapping annotation across different teams. To test significance, as in Section 5.1, we conducted Scheirer-Ray-Hare test and Mann-Whitney *U* test (\(p < .05/28 = .0018\) considered significant with Bonferroni correction).

5.2.2 Results. Figure 5 shows the performance of elicitation approaches with aggregation. From the Scheirer-Ray-Hare tests on five team sizes (Table 3), we found that annotation granularity affected the performance for all team sizes. The estimation perspective only affected the results...
Table 3. Scheirer-Ray-Hare test results on the eight elicitation approaches with a varying number of annotations being aggregated. Tests were conducted along two dimensions, annotation granularity and the estimation perspective. The interaction between the two dimensions was also tested (Granularity:Perspective).

<table>
<thead>
<tr>
<th>Annotation granularity</th>
<th>2 Annotations</th>
<th>3 Annotations</th>
<th>10 Annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>df</td>
<td>SS</td>
<td>H</td>
</tr>
<tr>
<td>Annotation granularity</td>
<td>3</td>
<td>4.82e+8</td>
<td>251</td>
</tr>
<tr>
<td>Estimation Perspective</td>
<td>1</td>
<td>1.09e+7</td>
<td>5.64</td>
</tr>
<tr>
<td>Granularity:Perspective</td>
<td>3</td>
<td>4.91e+6</td>
<td>2.55</td>
</tr>
</tbody>
</table>

Fig. 6. Task times for different approaches. The ratio of median task times compared to the baseline (Single) are shown for each approach.

with two annotations aggregated (Scheirer-Ray-Hare test, \( df = 1, SS = 1.08e + 07, H = 5.64, p < .05 \)). The interaction between the two dimensions was not significant for any team size.

When comparing approaches in pairs, with two and three annotations aggregated, we found that Single and SingleEsti were outperformed by other approaches (\( p < .001 \) for all other approaches). With two annotations, MultipleEsti and RankingEsti outperformed Single and SingleEsti with the effect size larger than 0.5 (\( p<.0001 \) for all comparisons), and with three annotations, MultipleEsti outperformed them with the effect size above 0.5 (\( p<.0001 \) for all comparisons). Overall, with a low number of annotations, MultipleEsti was the most accurate in estimating answer distributions.

When more annotations were aggregated, the performance difference was insignificant in most cases (\( p > .0018 \)). Only Multiple and MultipleEsti outperformed Probability and ProbabilityEsti (\( p < .001 \) for all comparisons).

5.3 For Similar Task Times, Only Multiple and MultipleEsti Outperform Single

Our goal is to investigate which approach efficiently estimates collective answer distributions with low human-time cost. To compare the performance of elicitation approaches fairly, we introduce our method for holding the total human time constant across elicitation approaches.

5.3.1 Analysis Method. First, we examined if task time varied significantly across different elicitation approaches. We found that task times for approaches within the same estimation perspective dimension were significantly different (for all pairs with different granularities, \( p < .0001 \) with the
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Fig. 7. The performance of different elicitation approaches when the total human time available is set equal to the time required for obtaining four \textit{Single} annotations. Only \textit{Multiple} and \textit{MultipleEsti} outperformed \textit{Single}. Error bars indicate standard deviations. Resampled distance refers to the average distance between the gold standard distribution and resampled distributions.

Mann-Whitney $U$ test, which is still significant with Bonferroni correction over $\binom{5}{2} = 28$ comparisons). Figure 6 shows task times for each elicitation approach in boxplots with the ratio of median task time to that of \textit{Single}.

To set the total task time constant across all elicitation approaches, we first defined the time budget as the total human time spent on obtaining a certain number of baseline annotations. Then, we found the maximum number of annotations for each elicitation approach such that the sum of task time would not exceed the time budget. We used the median task time of each approach when comparing. To investigate the performance with a lower budget, we set the number of annotations in \textit{Single} to four, and varied the number of annotations in each answer elicitation approach (the x-axis in Figure 7). To compare the performance across different answer elicitation approaches, we used the same analysis method for the aggregation and statistical tests as in Section 5.2.

5.3.2 Results. Figure 7 shows that, given similar total human time, annotation granularity significantly affected the performances of elicitation approaches (Scheirer-Ray-Hare test, $df = 3$, $SS = 1.11e + 09$, $H = 518$, $p < .001$). However, the estimation perspective did not significantly impact the performance (Scheirer-Ray-Hare test, $df = 1$, $SS = 8.47e + 04$, $H = 0.04$, $p > .5$). The interaction between the two dimensions was significant (Scheirer-Ray-Hare test, $df = 3$, $SS = 1.74e + 07$, $H = 8.08$, $p < .05$). Comparing elicitation approaches in pairs, we found that only \textit{Multiple} and \textit{MultipleEsti} outperformed \textit{Single} and \textit{SingleEsti} ($p < .0001$ for all comparisons). \textit{Multiple} and \textit{MultipleEsti} also outperformed the rest of the approaches within \textit{Self} and \textit{Others}, respectively ($p < .0001$ for all comparisons). When comparing elicitation approaches within the dimension of the estimation perspective, we found that there was no significant difference between the approaches.

5.4 \textit{MultipleEsti} Requires 21.4\% Less Human Time than the Baseline, \textit{Single}

For approaches that outperformed \textit{Single} in Section 5.3.2, we measured comparative efficiency, how much the total human time can be reduced to achieve a similar performance as the baseline.

5.4.1 Analysis Method. First, we set the number of aggregated annotations for \textit{Single} as 10 because with more than 10 annotations, the performance did not increase much with the addition of an annotation (improvement < 2.9\%). Then, we varied the number of annotations for \textit{MultipleEsti} and \textit{Multiple} from one to 10 and examined when the two approaches started to exceed \textit{Single} (the
Multiple and MultipleEsti require a significantly lower number of annotations than a single baseline approach. A significance test was conducted with the Scheirer-Ray-Hare test, to consider the effects of each data instance in comparing approaches. If Multiple or MultipleEsti annotations significantly outperformed Single annotations, a red star is marked. If Single annotations significantly outperformed Multiple or MultipleEsti, a green star is marked. The numbers of annotations required to outperform Single are visualized with thick black vertical lines. Shaded regions indicate interquartile ranges of Wasserstein distance.

5.4.2 Results. The results (Figure 8) showed that Multiple significantly outperformed 10 Single annotations with eight annotations (20% fewer workers), while using 3.2% less human time. MultipleEsti showed more cost benefit, significantly outperforming 10 Single annotations with only six annotations (40% fewer workers), resulting in the use of 21.4% less human time.

5.5 Fine-grained Annotations Are More Beneficial For More Ambiguous Data

The benefits of answer elicitation methods can vary across different data instances. For example, crowd workers might estimate the distribution of a less ambiguous data instance efficiently, even by annotating a single answer. For fine-grained annotations, we examine if there is any correlation between the ambiguity of the data and the amount of the performance benefit that each approach offers compared to the baseline, in Wasserstein distance.

5.5.1 Analysis Method. We measured the level of ambiguity of a data instance with the Gini coefficient of the gold standard distribution. The Gini coefficient is a measure of how dispersed weights are across labels. A higher Gini coefficient indicates that weights are more skewed, and a lower Gini coefficient indicates that weights are more evenly dispersed across labels. For example, in our study, a Gini coefficient of 0.8 indicates that all weights are skewed to a single label, and 0 indicates that all labels have equal weights. To measure the performance benefit for each data instance, we measured the performance difference between Single and approaches that receive more fine-grained annotations. For each data instance-elicitation approach pair, because Single annotations are compared to other approaches six times, we considered the performance difference.
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Fig. 9. The performance benefit of approaches that receive more fine-grained annotations than a single answer, compared to the baseline (Single), for each data instance. The performance benefit is measured by calculating the difference in Wasserstein distance to the gold standard distribution. Data instances in which the fine-grained annotations significantly outperformed the baseline annotations are visualized in green and those in which the baseline annotations significantly outperformed others are visualized in red (considered significant with $p < .05/6 = .0083$). Those without a significant difference are visualized in gray. For each approach, we ran a linear regression between Gini coefficients of data instances and performance benefits, whose results are presented in the caption. The performance benefit of fine-grained annotations got larger for more ambiguous data – when the Gini coefficients in gold standard distributions lower.

between the elicitation approach and the baseline approach significant when the $p$-value was lower than $0.05/6 = 0.0083$ with Bonferroni correction. For the Gini coefficients and performance benefits, we conducted linear regression to examine the correlation between them.

5.5.2 Results. Performance benefits had a negative correlation with the Gini coefficient of the gold standard distribution (Figure 9, $p < .05$ for all approaches), but our results suggest that performance benefits get larger for more ambiguous data. For all data instances and all elicitation approaches, we only found one case where Single outperformed the other approach (Figure 9a).

5.6 Discussion

Overall, Multiple and MultipleEsti showed similar or better performance than more fine-grained elicitation approaches. This result is surprising because more efforts were put into fine-grained elicitation approaches, in terms of task time. We further analyze why more fine-grained elicitation approaches performed worse in the next section.
The selection-level accuracy for Self Approaches with different annotation granularity was significantly different each other. (b) The selection-level accuracy for Others. Except MultipleEsti and RankingEsti, other pairs of approaches were significantly different.

For approaches that allow more fine-grained annotations, the selection-level accuracy was higher or similar compared to approaches with lower granularity annotations. Significance is decided with $p < 0.05/3 = 0.017$. Error bars indicate the standard deviation.

For the estimation perspective, estimating with the Others perspective was only effective with the annotation granularity of selecting multiple labels, but not with higher granularity. The result suggests that people cannot fully estimate answers with others’ perspective. Previous work also suggests people’s limited capability in estimating other people’s perspectives. Bayesian Truth Serum [65, 66], which inspired the estimation of other people’s answers, was also more reliable with a higher number of people. Similarly, previous work on perspective taking also showed that people cannot fully take other’s perspective [23], relying on their own perspectives to some extent.

6 EXPLORING WHY FINE-GRAINED ANNOTATIONS ARE NOT ACCURATE

We found that eliciting fine-grained annotations like rankings or probabilities did not have a comparative advantage over more coarse-grained annotations that collect only the selection of relevant labels. To investigate the cause of such results, we conducted additional analysis. The first factor we considered is if crowd workers selected the right labels, and the second is if crowd workers assigned incorrect rankings to the selected labels. The last is what weight patterns are assigned to selected labels for approaches that collect real-valued weights.

6.1 Selection-level Accuracy Did Not Decrease With Finer Granularity

First, we examined selection-level accuracy, which measures how accurate workers were in selecting labels, ignoring the weight they assigned. A label is considered accurate if either a selected label appears in the gold standard, or an unselected label does not appear in the gold standard. For each annotation with five ordinal labels, we computed the selection-level accuracy as the ratio of accurate labels among all labels.

6.1.1 Results. Figure 10 shows the average selection-level accuracy of all annotations from different elicitation approaches. Within the Self perspective, the increase in the granularity of annotation led to a slight increase in the selection-level accuracy, with all comparisons between approaches in the Self perspective being all significant ($p < 0.01$ for all comparisons). However, the effect size was small (0.05 for Multiple-Ranking and 0.10 for Ranking-Probability). For the Others perspective, the selection-level accuracy of MultipleEsti and RankingEsti was not significantly different ($U = 706066$, $p = 0.05/3 = 0.017$). Error bars indicate the standard deviation.
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(a) Probability. With the linear regression on the mean of Gini coefficients, the linear model was $y = 0.10x + 0.57$, with $p < .05$, and $R^2 = 0.11$

(b) ProbabilityEsti. With the linear regression on the mean of Gini Coefficients, the linear model was $y = 0.09x + 0.57$, with $p < .05$, and $R^2 = 0.13$

Fig. 11. Correlation between Gini coefficients for annotations that receive probability ($y$-axis) and gold standard distributions ($x$-axis). Gini coefficients of probability annotations were constantly high regardless of the Gini coefficients of gold standard distributions. It suggests that people skew weights towards a small number of labels regardless of the ambiguity of data when annotating probability information. Black error bars indicate standard deviations.

$n_1 = n_1 = 1200, p > .1$) and other pairs of elicitation approaches were significantly different but with very small effect sizes (Cohen’s $d = 0.09$ for RankingEsti-ProbabilityEsti, Cohen’s $d = 0.07$ for MultipleEsti-ProbabilityEsti, and $p < .05/3 = .017$ for both).

6.2 Ranking Level Agreement Did Not Change with Finer Granularity

For approaches that receive rankings or probabilities, we measured the ranking-level agreement to the gold standard distribution and how each elicitation approach was accurate in retrieving the ranking of labels in the gold standard distribution. Then, we investigated how annotation granularity affects the ranking-level agreement. We used Spearman’s $\rho$ to compute the degree of agreement in ranking between each annotation and the gold standard distribution.

6.2.1 Results. Within the same dimension of the estimation perspective, in the ranking level agreement, approaches that received probabilities were not significantly different from those that received rankings. For approaches within the Self perspective, the mean correlation coefficient was 0.60 for Ranking, while it was 0.58 for Probability ($U = 714384.5, n_1 = n_2 = 1200, p > .1$). For those in the Others perspective, the mean correlation coefficient for RankingEsti was 0.62, and for ProbabilityEsti, it was 0.60 ($U = 713106, n_1 = n_2 = 1200, p > .1$).

6.3 Real-valued Probability Weights Tend to be Skewed Towards Fewer Labels

We analyzed the pattern of how crowd workers assigned probabilities by measuring the Gini coefficients (explained in Section 5.5.1) for individual annotations and the gold standard distributions. By examining the relationship between them, we can understand patterns like if individual workers are distributing weights uniformly across labels or skewing weights compared to the gold standard distribution. If crowd workers estimate answer distributions perfectly, the Gini coefficient of individual annotations would be the same as that of the gold standard distributions.

6.3.1 Results. In Figure 11, the mean of the Gini coefficients for individual probability annotations remained relatively high regardless of the Gini coefficient of a gold standard distribution. The mean of Gini coefficients for all annotations was 0.62 for both of Probability and ProbabilityEsti. From the
linear regression on Gini coefficients of gold standard distributions and means of Gini coefficients for annotations from Probability and ProbabilityEsti, we could find that the mean Gini coefficients of approaches that receive probabilities did not change much with the Gini coefficients of gold standard distributions. Our results indicate that the patterns of assigning weights did not change much with data instances, with workers assigning probabilities toward a small subset of labels.

6.4 Discussion
For elicitation approaches except for Single and SingleEsti, we found that the increase in the granularity of annotations resulted in a slightly higher or similar selection-level accuracy. These results suggest that ranking and probability information might have been the major source of performance degradation for more fine-grained annotation approaches. We also found that approaches that receive rankings and probabilities were similar in the ranking-level agreement to the gold standard distribution. As approaches that receive rankings performed better or similarly compared to those that receive probabilities, it suggests that the real-valued weight information did not add meaningful information for estimating collective answer distributions.

For Probability and ProbabilityEsti, we found that crowd workers skewed weights to a few labels regardless of the ambiguity of the data instance (Figure 11). One possible explanation for the skewed weights is a bias from the sequential interpretation of multiple possible answers. When perceiving multiple possible interpretations, people tend to detect each interpretation sequentially with time gaps [58]. This sequential interpretation could have caused a confirmation bias [45], resulting in the assignment of higher weights to labels perceived earlier. On the other hand, Multiple and MultipleEsti might have been less influenced by such a bias, because these approaches force uniform weights across the selected labels. It might be the reason why they performed better than more fine-grained elicitation approaches. However, the current data is not sufficient to fully support this explanation (e.g., workers’ selection sequence was not recorded), and more investigation is necessary in future work.

7 DISCUSSION
Our study and analysis showed that, while it is possible to reduce required human efforts in estimating answer distributions, the most fine-grained approach is not the most accurate elicitation approach. In this section, we discuss 1) the scope of the task domains where our findings apply, 2) task interface design, 3) payment design, 4) the dataset we used, and 5) guidelines to applying elicitation approaches.

7.1 Scope and Limitations
To apply the elicitation approaches from our study, diverse answers should result primarily from the ambiguity of the data, not from annotators’ personal bias or lack of domain knowledge. In tasks like evaluating whether a political speech supports the liberal or conservative ideology [37], annotators can have a personal bias. In such tasks, it might not be effective for annotators to estimate how other people would have answered, because a strong bias would limit people’s ability to consider perspectives of other people [22, 23]. For tasks that require domain knowledge, such as annotating legal decisions [29], the varying answer can be due to the lack of knowledge. Estimating answers of others would also be more challenging as workers without domain knowledge would not know how those with the knowledge would answer. In this type of domains, carefully choosing workers who make estimates would be crucial to efficiently estimating answer distributions.
7.2 Task Interface Design

Given the variation in estimation perspective, the ranking and probability annotations represent different information. For the Self approaches, weights indicate the intensity of an annotator’s own preference or opinion for each label. For the Others approaches, on the other hand, weights indicate the expected popularity of each label among a group of annotators. As future research explores the granularity or the estimation perspective of annotation approaches, the relationship between these two dimensions needs to be considered because they can affect the design of the task, such as how the instructions should be written.

For interfaces that receive ranking and probability annotations, we discuss how specific designs can impact the estimation results. For ranking annotations, we designed interfaces to minimize the task time by receiving ranking information with the order of selections. However, this can affect the results due to confirmation bias from the sequential interpretation [45] (also explained in Section 6.4) and workers might not change ranking inputs when they make premature and inaccurate decisions. Alternative designs would be interfaces that detach selection of items and ranking, so that workers can be less affected by sequential selection when they are ranking. However, if the interaction becomes more complex, the task time would increase as a trade-off.

For probability annotations, the total number of tokens that workers were allowed to assign can affect annotation quality. For instance, in previous work, with a lower number of tokens, people were more accurate at understanding the probability [48]. It needs to be further studied how a varying number of tokens would affect the estimation of the answer distribution.

Task time can be a practical factor, as the effects of the increased cost can be significant for large-scale tasks like annotating ML training datasets [76]. Thus, when designing more complex elicitation approaches that take more task time, it is crucial to consider time-accuracy trade-offs.

7.3 Payment Design

Regardless of the total task time required by different annotation approaches, we paid workers the same amount, $1.20 per task, following our institution’s IRB (Institutional Review Board) policies. This resulted in slightly different hourly wages, but this did not vary much between conditions as the task not only included annotating five facial images, but also reading instructions, solving a quiz for attention check, and providing reasoning for each annotation. The resulting average hourly wages for all conditions were over the 2019 minimum wage in the U.S., ranging from $7.71 to $9.89. Prior work has shown that higher payment did not lead to a significant change in response quality given fair payment [59]. Instead, payment primarily affected task adoption and completion rate, which does not impact our findings.

7.4 Dataset Considerations

We used a popular dataset in facial emotion recognition that showed sufficient ambiguity to result in answer distributions [19]. This variation in interpretation between annotators was also observed in the original research that yielded this dataset [19]. However, it contains only Caucasian faces, meaning that we could not observe the answer distribution that would have been created for different demographics by annotators. Previous work in emotion perception found that interpreting emotion is a universal human ability [21], therefore, for different annotator-image race pairs, we expect estimation-based approaches to still work. However, as recognition ability may be skewed by different pairings of annotator’s race and the race of the person in the image, the resulting distributions may differ [21]. Exploring the subtle effects of demographics in estimation-based annotations could be a compelling question for the CSCW community to pursue.
7.5 Guidelines for Estimating Collective Answer Distributions

From our findings, we suggest guidelines for designing crowdsourcing tasks to efficiently estimate collective answer distributions. We believe these guidelines will be helpful to practitioners who want to collect answer distributions for ambiguous data for purposes such as training ML models.

**Annotation Granularity Should Not be Too Coarse-grained or Too Fine-grained.** Eliciting only one answer from a worker can be expensive, as each response contains minimal information to estimate collective answer distributions from a target group. However, asking workers to provide annotations that are too fine-grained can also be inefficient. This is because workers tend to concentrate their confidence estimations on fewer labels than actually occurs when eliciting responses from a broader group. As a result, it can be more inaccurate than approaches that do not elicit label proportion information at all. Additionally, providing more fine-grained answers requires more time from each worker, which consequently decreases efficiency.

**Ask Workers to Estimate How Other Workers Would Have Answered.** Ask workers to estimate how other workers would have answered, as prior work [65, 66] and our results suggest that this improves people’s ability to estimate the eventual responses of the group compared to asking them about their own beliefs regarding the correct labels. When combined with the correct annotation granularity, we observed that this significantly increased estimation accuracy.

8 FUTURE WORK

We identify two potential directions for future work, 1) improving the estimation capability of workers and 2) maximizing the benefits of elicitation approaches with adaptable task UI.

To improve crowd workers’ estimation ability, we can show them other example data and corresponding gold standard collective answer distributions. The worker would learn from the examples and expand their knowledge on how other workers would annotate the data [14, 31]. This idea can be combined with active learning, where the the model being trained fetches potentially related examples that can be most helpful in estimating answer distributions [9]. A key factor would be whether the worker generalizes and applies the learned knowledge to newly observed data instances. However, this direction would increase the cost of setting up the task because collective answer distributions need to be collected for example data instances.

Another direction of improving the estimation capability is making workers interact during the task. For instance, the interface can show intermediate results from other workers [53], allowing the worker to realize how others annotate. A more interactive form would be allowing workers to communicate more closely, similar to having a discussion [6, 7, 67]. For these directions, it would be crucial to avoid groupthink [38] and facilitate workers to estimate with a wider perspective.

Directions for improving the estimation capability can be extended to solve more difficult problems, where a worker’s perspective is hard to be changed. For these problems, the aforementioned approaches of showing workers to examples or other perspectives would not work. For instance, with political data, people experienced belief polarization [49], reinforcing one’s own opinion even after observing contradicting information. For these challenging problems, more systematic interactions would be required, such as those based on Bayesian models for belief polarization [39, 40].

It may also be possible to improve the efficacy of our approach by adaptively switching the annotation interface based on the ambiguity of the data, or how much disagreement is expected [57]. From the results, we could observe that the benefits of fine-grained annotations were amplified when a data instance was more ambiguous. Because crowd workers [67] and machines [32, 81] are capable of estimating the level of disagreement for certain annotation tasks by observing data, it would be possible to adaptively show the task interface that is expected to maximize efficiency.
9 CONCLUSION
This paper demonstrates that, when crowdsourcing the annotation of ambiguous data, we can reduce the cost of collecting reliable collective answer distributions by eliciting richer answers from each worker. We investigated answer elicitation approaches that vary along two dimensions: 1) annotation granularity and 2) the estimation perspective. Our results show that the choice of elicitation interface matters, and that the best (most efficient) solution is neither the fastest, nor the most potentially-accurate. Instead, we found that the best efficiency can be achieved using an intermediate-granularity approach that asks workers to select multiple labels that they estimate a group of other workers would choose. By analyzing when more fine-grained annotations are less accurate, we found that workers showed a tendency to estimate more heavily-skewed distributions when annotating weights than were actually observed in our ground truth data. While approaches that elicit fine-grained annotations did not result in the best performance when estimating collective answer distributions in our experiments, our work suggests that finding better ways to guide workers to estimate answer distributions by leveraging more fine-grained annotations is a promising future research direction.
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