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ABSTRACT 
Online meetings are indispensable in collaborative remote work 
environments, but they are vulnerable to distractions due to their 
distributed and location-agnostic nature. While distraction often 
leads to a decrease in online meeting quality due to loss of en-
gagement and context, natural multitasking has positive tradeof 
efects, such as increased productivity within a given time unit. In 
this study, we investigate the impact of real-time transcriptions 
(i.e., full-transcripts, summaries, and keywords) as a solution to 
help facilitate online meetings during distracting moments while 
still preserving multitasking behaviors. Through two rounds of 
controlled user studies, we qualitatively and quantitatively show 
that people can better catch up with the meeting fow and feel less 
interfered with when using real-time transcriptions. The benefts 
of real-time transcriptions were more pronounced after distracting 
activities. Furthermore, we reveal additional impacts of real-time 
transcriptions (e.g., supporting recalling contents) and suggest de-
sign implications for future online meeting platforms where these 
could be adaptively provided to users with diferent purposes. 
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1 INTRODUCTION 
Online meetings are becoming essential as a substitute for face-
to-face meetings and in-person communications. In particular, the 
demand for online meetings has increased dramatically since the 
COVID-19 pandemic. For instance, the percentage of Americans 
working from home increased from 15% to 50.2% immediately after 
the pandemic [13], and on Zoom, one of the leading online meeting 
platforms, customers with ten or more employees increased by 
about 620% from 2019 to 2021 [18, 19]. As many organizations 
actively adopt telecommuting to beneft both individuals and the 
organization [17, 57, 58], the importance of online meetings will 
likely grow, even after the pandemic [6, 40, 47, 60]. 

Nevertheless, online meetings are well known for their own prob-
lems, which include decreased concentration [31], fatigue [11, 26], 
and a lack of non-verbal interaction [35, 54, 56]. Moreover, they are 
vulnerable to technical issues [39, 42, 67]. These problems induce 
distractions both directly [39] and indirectly [15] during an online 
meeting, making it difcult for participants to focus on the meeting 
context. That is, people are more prone to being distracted during 
remote online meetings, and this can negatively afect engagement, 
attention, and the overall quality of the online meeting [15]. 

However, one key observation that many people overlook is that 
not all distractions are harmful to the meeting experience or must 
be avoided. It is natural for us to be distracted during a long meet-
ing, and often, such distractions can even beneft the individual’s 
productivity during the meeting. For instance, when working from 
home, one may have to take care of children suddenly when they 
cry or require supervision. Such incidents are inevitable and are not 
subject to be resolved or avoided. Moreover, multitasking, one of 
the most common factors of distraction, has advantages such as in-
creased productivity and creativity by allowing people to complete 
more tasks in a given time [2, 15], keeping arousal levels high [1], 
or creating a synergistic efect with diferent related tasks [10]. 

Many previous works have attempted to enhance the online 
meeting experience by eliminating the cause of the distraction it-
self [41, 65], encouraging participants to avoid distractions [3, 20], 
and reducing the negative impact of one individual’s distractions 
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Figure 1: OPARTS features: (A) live video of each participant; (B) meeting topic and task announcement of the user study 
experiment; (C) control buttons for the audio stream, video stream, and multitasking user study task; (D) display of popular 
keywords; (E) toggle button to switch between the summary mode and full-transcript mode; (F) display of keywords of each 
utterance; (G) real-time full-transcript of the speech; and (H) real-time summary of the speech. 

on other participants [4, 49]. However, few studies have investi-
gated how to overcome the shortcomings of distraction while still 
embracing the benefts and inevitability of distractions. 

The high-level insight that underpins our study is as follows: 
what is equally important with minimizing distractions is to enable 
individuals quickly to catch up on the meeting context after they are 
distracted. To this end, this paper explores how online meeting tools 
can help participants retain their productivity, even in distracting 
situations. Specifcally, we leverage three diferent levels of real-
time transcriptions (i.e., full-transcript, summary, and keywords) to 
help online meeting participants quickly to catch up on the meeting 
context after being distracted. In earlier works, transcriptions were 
widely used to help participants recall or catch up on missing parts 
after the meeting is over [37, 69, 77]. To the best of our knowl-
edge, this study is the frst to explore the efectiveness of real-time 
transcriptions in assisting people to be engaged in meetings, even 
during distracting situations. 

To understand the usefulness of real-time transcriptions dur-
ing online meetings, we design and implement OPARTS (Online-
meeting Platform with AI-based Real-time TranscriptionS), a web-
based online meeting platform that provides three diferent levels of 
real-time transcriptions: i) full-transcripts, ii) summaries of each ut-
terance, and iii) keywords of each utterance and popular keywords. 
Figure 1 shows the features implemented in OPARTS. In addition, 
OPARTS is designed to log various user behaviors, including which 
application the user is currently viewing and how actively each 
feature of the system is being used — in order to analyze both the 
conscious and unconscious efects of real-time transcriptions. 

We conducted two independent controlled experiments with 
OPARTS, where the frst experiment (n=43) was to observe how 

participants experienced OPARTS during the meeting, especially af-
ter a distraction, and the second experiment (n=28) was to quantita-
tively measure whether participants indeed understood the meeting 
content better when using OPARTS. Through the two experiments, 
we confrmed both qualitatively and quantitatively that real-time 
transcriptions help online meeting participants quickly catch up 
and actively engage in the meetings. Also, through an in-depth log 
analysis of user behaviors, we confrmed that participants more 
actively use real-time transcriptions immediately after being dis-
tracted. Furthermore, we report various key fndings and observa-
tions (Table 1), which can be utilized to improve the online meeting 
experiences, including participants’ preferences toward diferent 
levels of real-time transcriptions, the characteristics of the diferent 
levels of real-time transcriptions, and various efects of real-time 
transcriptions in online meetings. 

Below we summarize the three main contributions of this paper: 

• We designed and implemented an online meeting tool, OPARTS, 
which provides diferent levels of real-time transcriptions– 
full-transcripts, summaries, and keywords– to mitigate the 
adverse efects of a distraction without restricting users from 
experiencing such distractions. 

• We designed and conducted two rounds of controlled studies 
(n=43 and 28) to evaluate not only the subjective opinions of 
the participants about the helpfulness of real-time transcrip-
tions but also the actual usefulness of real-time transcriptions 
through a quantitative comparison with a baseline condition. 

• We report the key fndings from our experiments, which are 
summarized in Table 1, and provide guidance for enhancing 
the online meeting experience with real-time transcriptions. 
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Benefts of using real-time transcriptions in the online meeting where distractions also exist (Section 5.3) 

Retaining Context Participants can catch up on the missed gist more rapidly. 

Better Understanding Participants can understand the meeting context well. 

Users’ tendencies toward diferent levels of real-time transcriptions (Section 5.6) 

Observation 1 Users prefer full-transcripts and summaries over keywords. Users fnd keywords not very useful in online 
meetings. 

Observation 2 There is no signifcant superiority between a full-transcript and a summary. The numbers of participants who 
considered full-transcripts as more useful, and vise versa, were well balanced. 

Observation 3 Participants have no clear preference between full-transcripts and summaries. Rather, most of them use the 
default transcription mode (randomly assigned) (76.7%). 

Perceived characteristics of the diferent levels of real-time transcriptions (Section 5.6) 

Full-transcript Accurate and detailed. Allows users to confrm a specifc part of a past conversation and check the exact 
utterance in real time. 

Summary Concise and clear. Easy to get the main point quickly after a distraction. 

Keyword Suitably represents the fow of the meeting. Easy to understand the fow of the ongoing topic after concentration 
is lost. 

Additional benefts of using real-time transcriptions in an online meeting (Section 6.1) 

Recalling Contents Participants can check on forgotten contents or missed key points in real time. 

Multi-modal Listening Participants can read the transcription in real time when audio is unstable or diferent intonations make 
speech difcult to understand. 

Table 1: Summary of the fndings of providing real-time transcriptions in online meetings. 

2 RELATED WORK 

2.1 Distractions During Online Meetings 
2.1.1 Distraction Factors in Online Meetings. It is common for peo-
ple to experience distractions during meetings. Especially in an 
online meeting environment, because participants are isolated in 
their own spaces, and considering that their surroundings may not 
be suitable for work, it is even more challenging not to be distracted. 
In fact, several studies have found that working from home compli-
cates workers’ eforts to maintain a concentration-friendly working 
environment, especially when sharing their household with pets, 
children, or other family members [39, 42, 73, 74]. In particular, mul-
titasking is one of the most common factors inducing distractions 
during meetings. Multitasking activities during online meetings can 
be divided into meeting-related and non-meeting-related activities. 
Meeting-related activities include sharing meeting materials or tak-
ing notes [2, 64], while non-meeting-related activities include light 
tasks such as emailing, communicating with colleagues, eating, and 
cleaning [15, 39]. Unintentional interruptions by other people or 
pop-ups of mobile applications can also lead to non-meeting-related 
multitasking. 

2.1.2 Pros and Cons of Multitasking. Multitasking refers to carry-
ing out a subtask simultaneously to one’s main task, such as watch-
ing a video while doing an assignment or texting friends while 
talking with colleagues. Generally, multitasking behavior is known 

to afect content memorization [7, 34], psychological cost [5], and 
task performance negatively [51]. However, it has also been found 
that multitasking can increase creativity [38] and improve decision-
making performance on a simple task [66]. A recent study by Cao et 
al. [15] showed that while some people experience negative efects 
of multitasking, such as missing important information and feel-
ing fatigue during an online meeting, others experience increased 
productivity when using meeting-related multitasking and relieve 
fatigue by focusing less on less important content. Other works 
also showed that multitasking during meetings can increase task 
performance [64, 72] and help with efcient time management [2]. 
Meanwhile, some studies have reported that the benefts of multi-
tasking are based on tradeofs. Zijlstra et al. [79] and Mark et al. [48] 
found that people can increase their productivity by multitasking, 
but doing so introduces side efects such as stress, higher frustra-
tion, time pressure, and the requirement for extra efort. Therefore, 
to minimize the adverse efects of multitasking while preserving 
its benefts, we focus on helping participants quickly to catch up 
with a meeting without intervening in their multitasking behavior. 

2.2 Tools for Solving Problems Caused by 
Distraction 

Many existing studies have proposed online meeting tools that can 
mitigate the shortcomings of distractions during online meetings. 
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One approach is to encourage participants to improve their atten-
tion and engage more during meetings so that participants can 
spontaneously avoid distractions. CoCo [63] encourages partici-
pants to speak more during meetings by providing post-meeting 
feedback on participants’ speaking time and adopting a turn-taking 
methodology. MeetCues [3] encourages participants to engage more 
actively during a meeting by providing real-time and post-meeting 
feedback. However, this approach does not take into consideration 
the benefts and inevitability of distractions. 

Another approach is to reduce the negative emotions that par-
ticipants experience as a result of another participant’s distraction. 
Marlow et al. [49] found that the multitasking behaviors of a single 
participant can induce unpleasant emotions in other participants, 
and possibly lead to less engagement of other participants as well. 
To solve this problem, Avrahami et al. [4] proposed a switched 
camera view that switches between multiple cameras whenever a 
participant turns her head to multitask in a dual-monitor environ-
ment to hide one’s multitasking behaviors from others. However, 
although such approach can preserve the benefts of multitasking, 
it does not directly address the problems that individual partici-
pants face as a result of their own distractions. Moreover, because 
both studies evaluated their results based on participants observing 
the recorded video of an online meeting between two participants, 
their results did not fully refect the real-world online meeting 
experience. 

As such, studies to solve the problems associated with distrac-
tions during online meetings have yet to be conducted. In particular, 
we lack studies on how to solve the problems that individual par-
ticipants face due to their own distractions while preserving the 
benefts of multitasking. Therefore, in accordance with previous 
studies that reported that helping distracted people get back into 
the context is critical to increasing the efectiveness and experience 
of online meetings [2, 42], our study aims to explore how real-time 
transcriptions afect participants in an online meeting environment 
where various distractions occur. 

2.3 Automated Support Tools for Use in Online 
Meeting 

2.3.1 Adopting the Advantages of Face-to-face Meetings. Several 
studies have attempted to bring the strength of face-to-face meet-
ings into online meetings. Unscheduled ad hoc conversations before 
and after a meeting can encourage creative and productive ideas 
but these are not likely to occur if participants are not physically 
together. Mingler [65] addressed this problem with a video con-
ferencing system that allows private ad hoc conversations. Also, 
various studies have attempted to extract non-verbal signals during 
an online meetings to make meetings more efective and inclusive. 
Most notably, they analyzed videos containing participants’ faces 
to extract non-verbal signals such as those related to consensus, 
tone [62], or emotion [25]. 

2.3.2 Providing Additional Information. Researchers have also tried 
to support meeting participants by providing additional informa-
tion after the meeting or in real time. Some studies modifed videos 
recorded during video conferencing events by adding text annota-
tions [53] or links to previous meeting videos [27, 28]. Recorded 
videos help participants recall or catch up on the contents, even 

if they did not participate in the meeting [8, 75]. Some systems 
generated key phrases [23] or annotated the contributions of [24] 
participants’ speeches to enrich the meeting experience. 

Other studies focused on increasing productivity during online 
meetings by adding various features. Lee et al. [43] proved that pro-
viding the stage of the current discussion and allowing participants 
to use system-recommended opinions can reduce the load of the 
moderator in a meeting. Popescu-Belis et al. [59] implemented a 
system that fnds backup materials for the ongoing meetings with 
real-time transcripts so the meeting contents can be enriched. Tur 
et al. [71] implemented a system that provides an analysis after 
a meeting, including summaries and decisions made during the 
meeting. 

2.3.3 Improve the Accessibility. Various support tools for improv-
ing the limited accessibility of those who are deaf and hard of 
hearing (DHH) are also being developed. Kafe et al. [36] proved 
that highlighted subtitles could support DHH groups with better 
readability, enhanced understandability, and a lower task load. An-
other study demonstrated the need to convey emotions for DHH 
groups in a voice-only meeting by providing emojis that can ex-
press emotions along with subtitles [55]. There was also a study 
about reducing visual dispersion by introducing a word cloud in 
each participant’s background and a separate caption window [33]. 

2.4 Utilizing Transcription as an Online 
Meeting Tool 

Whittaker et al. [76] reported that reading a transcript is more ef-
fcient than watching/listening to recorded video/audio because 
participants can skim and fnd their desired information faster when 
using a transcript. Also, allowing participants to mark or highlight 
the transcript during the meeting not only helps participants better 
recall the meeting content but also ofers a lower cognitive load 
compared to traditional note-taking methods [37]. Similarly, pro-
viding a summary during a meeting is proven to be efective when 
participants attempt to recall and catch up on the meeting. Zhang et 
al. [77] showed that providing a summary of conversations in chat-
based meetings can efectively assist participants in their eforts 
to catch up on or recall the meeting while also making it easier to 
document the meeting content. Likewise, Tucker et al. [69] showed 
that providing an audio summary of a meeting helps latecomers to 
catch up on the ongoing meeting efciently. 

Based on the fndings of previous studies, we leverage transcrip-
tions as a tool to assist participants in their eforts quickly to catch 
up on a meeting after a distracting event. More specifcally, we 
adopt three levels of transcriptions (i.e., full-transcripts, summaries, 
keywords) to investigate comprehensively how people use each 
diferent transcription type. Our study difers from previous studies 
in an important way. First, while previous works either provide 
transcriptions after the meeting [62, 71], conduct an evaluation 
with recorded feeds of past meetings [4, 69], or suggest the use of 
real-time transcriptions as a future work [15], we provide transcrip-
tions in real time and conduct an experiment in an actual meeting 
environment. 

In addition, the efectiveness of a real-time summary and key-
words in an online meeting environment is under-explored. While 
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there exist online meeting tools that provide real-time full-transcripts [29, 
50], to the best of our knowledge, there are no studies or commercial 
products that provide summaries or keywords in real time during 
an online meeting. 

3 OPARTS: ONLINE-MEETING PLATFORM 
WITH AI-BASED REAL-TIME 
TRANSCRIPTIONS 

To investigate the efectiveness of real-time transcriptions provided 
during online meetings and observe how people utilize diferent 
levels of transcriptions, we present OPARTS, a system that provides 
diferent levels of granularity of transcriptions and logs various 
user behaviors. 

3.1 Real-time Transcriptions 
Figure 1 shows the proposed interface of OPARTS with the full-
transcript, summary, and keyword features. Because we attempted 
to observe patterns when participants used the three types of tran-
scriptions, not intending to compare each transcription in inde-
pendent environments, we designed the OPARTS UI to allow par-
ticipants to use all types of transcriptions freely. Participants can 
switch between the full-transcript and summary modes using the 
mode toggle button (Figure 1E). Note that for fairness, we balanced 
which mode is displayed as the default mode. In full-transcript 
mode, the real-time full-transcript of each utterance is displayed 
in the message box (Figure 1G), and in summary mode, a real-time 
summary of each utterance is shown (Figure 1H). Keywords are 
provided regardless of the mode selected. At most fve keywords 
from each utterance are displayed under the corresponding full-
transcript or summary (Figure 1F). When certain keywords appear 
frequently, we show them as popular keywords at the top of the 
OPARTS UI (Figure 1D). 

Figure 2 shows the system architecture of OPARTS. The OPARTS 
server runs a speech-to-text (STT) module, a Summarizer module, 
and a Keyword module, which in turn support the OPARTS features 
mentioned above. Below we describe the technical challenges we 
resolved when implementing OPARTS. 

3.1.1 STT Module. We used Microsoft Azure’s STT API to gener-
ate participants’ full-transcripts. The STT API gives a “speech end 
recognition” response when it detects the end of a speech from the 
user’s audio stream. Based on this signal, we designed the initial 
system to recognize whether a speech is over and send a summary 
generation request. However, from multiple internal pilot studies, 
we found that when the user did not turn of their microphone 
themselves, it took about 18 - 19 seconds from the time that the 
user ended the speech until the system received the speech end 
recognition signal. Therefore, it took more than 20 seconds for the 
participant to check the summary after someone ended their speech, 
including three seconds of summary generation latency. To over-
come this latency, we additionally implemented what is referred 
to as a Silence Detection Server to improve the performance of the 
STT API by internally determining the speech end detection time. 
When a participant speaks, OPARTS’s server sends an audio stream 
to the STT API and saves an audio fle continuously. Simultane-
ously, it sends a silence detection request to the Silence Detection 

Server every fve seconds. If the Silence Detection Server captures 
a period silence longer than 4.5 seconds from the recorded audio 
fle, it automatically responds with a speech end recognition signal 
to the OPARTS server. For efciency, the Silence Detector scans 
only the last ten seconds of the audio fle because it is the most 
likely section to include the end of a speech. After receiving the 
speech end recognition signal, the server proceeds with a summary 
request. As a result, the speech end detection latency was reduced 
to 7.68 seconds on average. The additional latency from the silence 
detection server was trivial because this latency was only about 
0.41 seconds. 

3.1.2 Summarizer Module. We used the BERT [21] and BART [44] 
models to generate a real-time summary of each speech. As men-
tioned earlier, the summary is analyzed when the full-transcript 
generation step is completed. After OPARTS’s server receives the 
summary, it shows participants the summary and sends a key-
word generation request to the keyword module. Prior research 
attempted to increase the quality of the summary in meeting en-
vironment by implementing a model that handled ill-formed sen-
tences [78] and utilized videos of the users to construct the sum-
mary [45, 52]. Unfortunately, this process was difcult to apply 
in our experiment given that we summarized each speech in real 
time. Instead, we combined the BERT and BART models with a 
short process time of less than three seconds. OPARTS compares 
the summaries from BERT and BART and selects the most proper 
summary by using a scoring strategy we established. The strategy 
is based on the Rouge Score [46] and Universal Sentence Encoder 
concepts [16]. Rouge Score evaluates the summary from 0 to 1 by 
comparing text sequences in the summary and the original full-
transcript. Universal Sentence Encoder computes the embeddings 
that represent sentences, making it possible to compute the seman-
tic similarity between two sentences. In this way, we determined 
whether the summary has a similar meaning to the original full-
transcript, assigning a score from 0 (not similar at all) to 1 (identical). 
Our scoring strategy combined these scores by calculating their 
mean value and chose the summaries with higher scores between 
the BERT and BART results. 

3.1.3 Keyword Module. We used the RAKE [61] algorithm to gener-
ate the keywords of each utterance and to select popular keywords. 
The keyword module generates the keywords from each utterance 
and applies the results to popular keywords. We compared various 
keyword extraction algorithms (e.g., YAKE [14], keyBERT [30]), fo-
cusing on the processing time and accuracy. We selected the RAKE 
algorithm because it is at least 100 times faster than other algo-
rithms and extracts keywords with high accuracy. The keyword 
module selects at most fve keywords among the keywords from 
the full-transcript and the summary of each speech. With these key-
words, it computes popular keywords that most commonly appear 
in the speeches, putting more weight on more recent keywords. 

3.2 Loggers 
We implemented various loggers to gain a better understanding of 
the results of the user responses and to analyze the usefulness of 
the real-time transcriptions provided during the online meetings 
quantitatively. 
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Figure 2: OPARTS system architecture: the OPARTS server generates full-transcripts, summaries, and keywords in real time 
using the STT, Summarizer, and Keyword modules, respectively. The STT module produces full-transcripts based on users’ 
speeches and periods of silence. With the full-transcripts, the Summarizer module generates summaries. Finally, the Keyword 
module produces keywords from the full-transcripts and summaries. This process takes less than ten seconds per utterance. 

3.2.1 User Focus Logger. In order to observe whether participants 
focus on the online meetings or are distracted by some other tasks, 
the User Focus Logger records which applications are receiving 
user interactions (e.g., keyboard input, scroll inputs, click inputs). 
Participants are considered ‘on-focus’ while OPARTS is on top of the 
screen and ‘out-of-focus’ otherwise. Short out-of-focus durations 
(shorter than ten seconds) are counted as on-focus, taking into 
account that they would not interfere with the following of the 
meeting context. For example, if a participant is on-focus for 20 
seconds and then becomes out-of-focus for the next fve seconds, 
and then turns back to on-focus for the next 15 seconds, the entire 
time of 40 seconds is considered as on-focus. 

3.2.2 User Activity Logger. In order to track how participants use 
OPARTS, the User Activity Logger records their interaction with 
OPARTS, including window scrolls, mode toggles, audio inputs, 
and button clicks. For instance, participants can be considered as 
actively using the transcriptions of OPARTS when they scroll the 
transcription window to read the contents of past conversations. 
To characterize such user interaction behaviors on the key features 
of OPARTS, we divide the entire meeting period into ten-second 
intervals. Then, any ten-second interval is considered as ‘active’ if 
any of the above activities occurred in the interval, and the corre-
sponding ‘degree of activeness’ is measured in terms of the number 
of activities occurring during the interval. 

4 STUDY DESIGN 
To understand how real-time transcriptions help people to keep 
up with meetings even during distractions, we formulated three 
research hypotheses: 

H1: Real-time transcriptions can make it easier for online 
meeting participants to keep up with a meeting when an 
explicit-distraction (i.e., unwanted distraction) occurs. 
H2: Real-time transcriptions can make it easier for online 
meeting participants to keep up with a meeting when an 
implicit-distraction (i.e., spontaneous distraction) occurs. 

H3: Participants’ reliance on real-time transcriptions will 
increase after distracting events. 

To verify the hypotheses and investigate the usability of real-time 
transcriptions, we conducted two independent controlled experi-
ments with OPARTS. In both experiments, four conditions were 
compared through a 2 × 2 experimental setting. The four condi-
tions are: OE (OPARTS Explicit-distraction), OI (OPARTS Implicit-
distraction), BE (Baseline Explicit-distraction), and BI (Baseline 
Implicit-distraction), where the frst letter represents whether OPARTS 
was used or not (OPARTS vs. Baseline) and the second letter repre-
sents the type of the distractions (Explicit-distraction vs. Implicit-
distraction). Explicit distractions include spontaneous multitasking 
behaviors plus additional unwanted multitasking tasks such as an-
swering simple routine questions or typing non-meeting related 
text, while implicit distractions include only spontaneous multi-
tasking behaviors. Here, we defne the act of multitasking as any 
activity other than participating in the meeting. 

The frst study was conducted in a real-world online meeting 
environment, where six to eight participants in a group debated a 
specifc topic through an online meeting. After the meeting, the par-
ticipants were asked how they utilized OPARTS during the meeting 
and how useful OPARTS was under distracting situations. In the 
second study, individual participants participated in a simulated 
meeting environment as a silent participant (i.e., only listened). 
After the meeting, they answered questions related to the meeting 
contents, where the score quantitatively shows whether the par-
ticipants actually understood the meeting. Below, we explain the 
detailed design of our two experiments. 

4.1 Study 1: Online Group Meeting Using 
OPARTS and Participants’ Responses 

4.1.1 Participants. We recruited 53 participants from 18 diferent 
countries through the student community sites of two universities 
(ten participants were excluded from the analysis for clarity of 
the result. See Section 5.1.1). The participants consisted of people 
without hearing disabilities. Each participant received 30 USD for 
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participating in the experiment. Before the recruiting process, par-
ticipants were told that they would participate in a group meeting 
conducted in English with fve to seven other participants and use 
a video conferencing system developed by the experimental team. 
All of them participated in the meeting in their personal space (e.g., 
home) online and participated in the experiment using a personal 
laptop or desktop with a camera, audio, and microphone working. 

4.1.2 Conditions. Table 2 shows the four conditions used in the 
experiments: Baseline Implicit-distraction (BI), Baseline Explicit-
distraction (BE), OPARTS Implicit-distraction (OI), and OPARTS 
Explicit-distraction (OE). 

Implicit-distraction condition vs. Explicit-distraction con-
dition As mentioned earlier, we aim to assist people in catching up 
with what they missed in a meeting while retaining their natural 
multitasking abilities. Hence, we investigated the efects of tran-
scription by diferentiating the intensity of the distraction rather 
than limiting it. 

Because we did not control participants’ surrounding environ-
ment and given that they joined the meeting remotely from an 
individual place such as a house or ofce, we justifably infer that all 
participants are in an implicit-distraction situation where they are 
vulnerable to spontaneous multitasking and distractions by external 
stimuli factors. From the pre-questionnaire conducted at the time 
of recruiting, 94% of participants reported that they multi-tasked in 
previous online meetings. Regarding the types of multitasking, 58% 
of the participants reported that they had experience with meeting-
related multitasking (i.e., note-taking, searching for information), 
and 74% reported that they have engaged in non-meeting-related 
multitasking (i.e., text messaging, assignments, web surfng, email, 
using social network services). Accordingly, we consider that the 
implicit-distraction condition includes spontaneous multitasking 
(i.e., meeting-related multitasking, non-meeting-related multitask-
ing) and other unwanted distractions such as their phone ringing 
or disturbances in the surrounding environment. 

In the explicit-distraction condition, we intentionally increased 
the distraction intensity by explicitly assigning additional multitask-
ing tasks to each participant. The multitasking task was to answer 
a questionnaire with nine questions, including four short-answer 
questions and fve essay questions. We assigned an email-like light-
weight questionnaire as the multitasking task, referring to the fact 
that email is a common multitasking behavior [15]. 

Baseline condition vs. OPARTS condition Each participant is 
assigned to either an implicit-distraction or an explicit-distraction 
condition and participates in two meetings: one in the OPARTS 
condition and the other in the baseline condition. While the overall 
functions of the OPARTS system were provided in the OPARTS 
condition, the transcriptions were not provided (i.e., only video and 
audio streams were provided) in the baseline condition. Therefore, 
each participant experienced a meeting with transcriptions in the 
OPARTS condition and a generic meeting without transcriptions 
in the baseline condition. 

4.1.3 Tasks and Procedures. We divide the participants into eight 
groups with six to eight participants each, where four groups ex-
perience an explicit-distraction condition, and the other four are 
assigned an implicit-distraction condition. Each group experiences 
two types of meetings (OPARTS condition and baseline condition) 

and two types of discussion topics (1) Is a college education worth it? 
and (2) Should we regulate youth games?. The orders of the condi-
tions and the meeting topics were counterbalanced such that every 
group had a diferent meeting scenario. For example, group A is 
assigned the BI condition and topic 2 in the frst meeting and the 
OI condition and topic 1 in the second meeting. In contrast, group 
B is assigned the OI condition and topic 2 in the frst meeting and 
the BI condition and topic 1 in the second meeting. 

Participants in explicit-distraction conditions were guided to 
complete additional tasks autonomously during the meeting. The 
questions of the assigned multitasking task were structured so as 
not to overlap in the two meetings (e.g, “What did you eat yesterday 
for dinner?”, “What did you eat yesterday for lunch?”). We sent a 
text message in the middle of the meeting (when 15, 10, and 5 min-
utes were left) to remind them of their additional tasks; otherwise, 
we did not intervene in the meeting. For other implicit distraction 
behaviors (e.g., web surfng, texting, note taking), we did not ask the 
participants to refrain from performing spontaneous distractions. 
Rather, we guided participants to participate in the meeting as they 
would in their usual meeting environment. 

A 30-minute tutorial was provided in advance so that the partic-
ipants could familiarize themselves with the functions of OPARTS, 
the multitasking tasks, and the meeting topics before the exper-
iment. The experiment was conducted in the following order: a 
30-minute ice-breaking session, a 30-minute frst meeting, a 30-
minute post-survey including a break time, a second 30-minute 
meeting, and a 30-minute post-survey and fnal survey. We mini-
mized the efects of long experiments by adding a break time and 
counterbalancing each condition. Each post-survey asks about the 
meeting conducted immediately before, and the fnal survey asks 
about the overall meeting experience. 

4.1.4 Measures and Analysis. We measured the efectiveness of 
the transcriptions through post-survey questions (i.e., 5-point Lik-
ert scale, multi-select, and narrative questions) and user behavior 
logging. 

In the post-survey questions, to measure how much the real-
time transcriptions afected participants during the meeting, the 
participants rated the following: 

(1) How much did the distraction interfere with you?, 
(2) How difcult was it to catch up on the meeting after the dis-

traction?, 
(3) How well did you understand the content of the meeting?, and 
(4) Which methods did you use to catch up on the meeting after 

the distraction?. 

To measure which factor participants felt was more helpful 
among the full-transcript, summary, and keywords provided dur-
ing the meeting, participants in the OPARTS conditions rated the 
following: 

(1) To what degree was each transcription useful during the meet-
ing?, 

(2) How much did each transcription help you to catch up after 
the distraction?, 

(3) Which methods did you use to catch up on the meeting after 
the distraction?, and 
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Implicit-distraction Explicit-distraction 

Baseline BI BE 
OPARTS OI OE 

Table 2: Four conditions used in the experiments. The frst letter of each condition represents whether OPARTS is used or not, 
and the second letter represents whether an explicit distraction is given. 

(4) Between the two inter-switchable transcription modes (i.e., full-
transcript mode or summary mode), which mode did you use 
more often?. 

In addition, we collected log data from OPARTS’s User Focus 
Logger and User Activity Logger to analyze the user behaviors 
from a more fne-grained perspective. For a statistical analysis, 
we conducted a pairwise comparison using a one-tailed Wilcoxon 
signed-rank test. 

4.2 Study 2: Simulated Online Meeting to 
Quantitatively Measure Participants’ 
Understanding 

4.2.1 Participants. For the second study, we recruited 38 partic-
ipants from 12 diferent countries through the student commu-
nity sites in fve universities (ten participants were excluded from 
the analysis to ensure a rigorous analysis of the results. See Sec-
tion 5.1.2). Each participant received 11.5 USD for participating 
in the experiment. The participants also were given information 
about the meeting format (i.e., participating in a meeting conducted 
in English as a silent participant) and the meeting tool (the video 
conferencing system developed by the experimental team) before 
joining the experiment. They all participated in the meeting in 
their personal space (e.g., home) online using a personal laptop or 
desktop with audio working. 

4.2.2 Conditions. We used the same 2 × 2 experimental setting 
used in Study 1: BI, BE, OI, and OE (see Section 4.1.2). However, 
note-taking was prohibited in all conditions to more accurately 
measure the efectiveness of only the real-time transcriptions. In 
addition, we kept the duration of the explicit distraction (i.e., multi-
tasking task) equal (1.5 min) among the participants to improve the 
accuracy of the between-subject comparison. We also instructed 
participants to conduct the same multitasking task (i.e., typing 
phrases from the novel Harry Potter and the Philosopher’s Stone). 
We double-checked whether the given multitasking task was per-
formed correctly by asking participants’ for summaries of what 
they typed and collecting the sentences that they typed. 

4.2.3 Tasks and Procedures. We randomly assigned ten participants 
to each OE and BE condition and nine to the OI and BI condition. 
Participants listened to a prerecorded discussion on the topic Is a 
college education worth it? for 20 minutes and solved the true/false 
questions. They were guided to participate in a simulated online 
meeting as a silent participant in the group discussion. For the pre-
recorded discussion, we selected one discussion from Study 1 and 
used the frst 20 minutes of it. A 15-minute tutorial was provided in 
advance so that the participants could familiarize themselves with 
the functions of OPARTS and the multitasking tasks. In explicit 
distraction conditions (i.e., OE and BE), we assigned a total of four 

multitasking tasks, one every fve minutes. To prevent participants 
from predicting when the tasks would start or from sloppily per-
forming the multitasking tasks, we informed them that the tasks 
would start randomly during the meeting and that they could fnish 
the experiment earlier if they worked diligently on the multitasking 
tasks. 

4.2.4 Measures and Analysis. We quantitatively measured how 
well each participant understood the meeting by asking them 12 
true/false questions after they completed the online meeting sim-
ulation. The questions were the same throughout all conditions. 
The difculty of the questions was adjusted to be neither too chal-
lenging (i.e., including overly detailed information) nor too easy 
(i.e., can be easily inferred from the overall meeting context). In 
addition, we added an I’m not sure option to prevent false positive 
answers. 

The questions were from three diferent intervals of the explicit 
distraction meeting conditions–a fully engaged interval (2 min-
utes), a distraction interval (1.5 minutes), and an RfD interval (1.5 
minutes)–, with four questions from each interval. The RfD (re-
covery from distraction) interval is the initial part of the on-focus 
interval when the users start to re-focus on the meeting and try 
to recover from the distraction. The fully engaged interval is the 
remainder of the on-focus interval, during which the users are ex-
pected to focus entirely on the meeting, and the distraction interval 
is when participants are not focusing on the meeting (i.e., out-of-
focus). The participants performed given explicit multitasking tasks 
during the distraction interval. 

To support the quantitative results, we asked participants in the 
OPARTS conditions to answer the following questions: 

(1) How much did the transcriptions help you catch up after mul-
titasking? and 

(2) How much of the meeting did you miss while reading the 
transcription?. 

We also analyzed log data from OPARTS’s User Focus Logger to 
confrm the correctness of the test conditions. We conducted a one-
tailed Mann-Whitney U test on the scores of true/false questions 
for the statistical analysis. 

5 RESULTS & EVALUATION 
We analyzed the results of our two user studies and the logs col-
lected from OPARTS to shed light on 1) whether real-time transcrip-
tions are efective in helping participants recover from a distraction 
and 2) the usefulness of diferent types of real-time transcriptions. 
In addition, from the user comments and statistical results, we elicit 
a few insights and discussion points that could potentially serve as 
guidance on how real-time transcriptions can be adopted in online 
meeting tools. Our results suggest that real-time transcriptions are 
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efective in both explicit and implicit distraction conditions, con-
frming all three hypotheses; meanwhile, the additional distraction 
of reading the transcriptions does not interfere with meeting partic-
ipation. Additionally, users have varying preferences with regard to 
the full-transcripts and summaries, while keywords are less helpful 
than the other two types. 

5.1 Filtering 
5.1.1 Study 1. Prior to the analysis, we compared each partici-
pant’s user study response with the OPARTS logs to flter the data 
of participants who were clearly misguided. When asked "Which 
mode did you use most frequently?", seven out of the 53 participants 
selected a mode that actually turned out to have never been used. 
In addition, three participants from the explicit-distraction group 
did not perform the assigned multitasking tasks. As a result, ten 
participants in total were excluded from the analysis, resulting in 
20 participants for the explicit-distraction condition (i.e., BE and 
OE) and 23 participants for the implicit-distraction condition (i.e., 
BI and OI). 

5.1.2 Study 2. We fltered participants in the explicit-distraction 
condition to analyze only participants who were sufciently dis-
tracted. We included participants whose total number of lines typed 
during the multitasking exceeded the median value in each OPARTS 
and baseline condition. The median value of the typed number of 
lines was 12.5 in the OE condition and 11.5 in the BE condition. As 
a result, ten participants were excluded from the analysis. 

5.2 Verifying the Suitability of the Test 
Conditions 

Before discussing the results of our evaluation, we present a sta-
tistical analysis (one-tailed Mann-Whitney U test) of whether our 
test conditions functioned as intended. Through a log analysis, we 
confrmed that the participants in the explicit-distraction condi-
tions had longer out-of-focus durations and a greater number of 
out-of-focus events compared to those in the implicit-distraction 
conditions. In Study 1, the participants in the explicit-distraction 
conditions (i.e., OE and BE) were out-of-focus for 8.81 (SD=3.97) 
minutes, while the participants in the implicit-distraction condi-
tions (i.e., OI and BI) were out-of-focus for 1.91 (SD=2.69) minutes 
on average. We confrmed that there was a statistically signifcant 
diference between the results from the two conditions (U =1700.0 
and p<.001). Likewise, the participants in the explicit-distraction 
conditions experienced out-of-focus 8.25 (SD=5.40) times, while 
the participants in the implicit-distraction conditions were out-of-
focus 4.35 (SD=5.95) times. The statistical analysis suggests that 
there was a signifcant diference between the results (U =1378.5 
and p<.001). We confrmed that Study 2 had the same patterns in 
the out-of-focus duration and the number of out-of-focus events be-
tween the diferent distraction conditions as Study 1. Note that the 
out-of-focus duration and number of events were conservatively 
measured given that we did not count multitasking behaviors that 
did not involve the device used for OPARTS, such as the use of a 
smartphone or daydreaming during the meeting. 

5.3 H1: Real-time transcriptions help 
participants to keep up with the meeting 
when an explicit-distraction occurs. 

5.3.1 Study 1. We analyzed the data collected from the explicit-
distraction group (i.e., OE and BE) to explore the efectiveness of 
real-time transcriptions under the meeting condition where distrac-
tions are more common and inevitable. From the statistical analysis 
result of the post-survey questions, we found that the participants 
were signifcantly less disturbed (W =59.0 and p<.01) and felt that it 
was easier to catch up on the meeting (W =82.0 and p<.005) when us-
ing OPARTS. The average scores on the question “How much did the 
distraction interfere with you?” (lower is better) were 3.20 (SD=1.11) 
for the OE condition and 3.85 (SD=0.875) for the BE condition (Fig-
ure 3a). Similarly, the average scores for the question “How difcult 
was it to catch up on the meeting after the distraction?” (lower is bet-
ter) were 2.35 (SD=0.875) for the OE condition and 3.10 (SD=1.25) 
for the BE condition (Figure 3b). There was no signifcant diference 
in how much the participants thought that they understood the 
meeting contents (W =54.5 and p>.05; Figure 3c). We reason this 
to be a result of the low complexity of the meeting topics, as all 
participants responded that they understood well, and participants 
with OPARTS actually understood better than those without, which 
will be covered in section 5.3.2. The average scores on the question 
“How well did you understand the meeting?” (higher is better) was 
4.10 (SD=0.852) for the OE condition and 3.95 (SD=1.10) for the BE 
condition. 

We also found that participants actively utilized the real-time 
transcriptions. Table 3 shows how the participants responded to the 
multi-select question “Which methods did you use to catch up on the 
meeting after the distraction?”. When real-time transcriptions were 
not given (i.e., BE), participants mainly used infer from the conver-
sation to make up for the missing parts of the conversation. All 20 
participants reported that they used this method, whereas only two 
participants responded that they used other methods as well (i.e., 
asking other participants for the missing parts). This indicates that 
inferring from the ongoing conversation is the traditional and the 
most dominant method for users to catch up on the meeting when 
they were distracted. On the other hand, when real-time transcrip-
tions were given (i.e., OE), only 13 participants responded that they 
used infer from the conversation, and all participants responded that 
they used OPARTS, of which seven participants only used OPARTS. 
This shows that the real-time transcriptions are efective enough, 
to the extent that users rely more on OPARTS than the traditional 
method to which they are already accustomed. 

In line with the fndings from the user responses, the logs col-
lected from OPARTS also suggest that the majority of the partici-
pants actively utilized real-time transcriptions. From the user activ-
ity analysis, we found that out of 20 participants who reported that 
they used OPARTS, 17 injected active scroll events into OPARTS, 
scrolling up and down the transcriptions to make up the missing 
parts of the meeting. 

5.3.2 Study 2. We compared the true/false scores from the explicit-
distraction groups (i.e., OE and BE) to quantitatively verify H1. 
For the overall score (0∼1), participants using OPARTS scored sig-
nifcantly higher than those who did not (U =22 and p<.05). The 
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(a) “How much did the distraction interfere
with you?” (lower is better)

(b) “How difcult was it to catch up on the 
meeting after the distraction” (lower is bet-
ter)

(c) “How well did you understand the meet-
ing?” (higher is better) 

Figure 3: The number of participants who assigned a score to each item on the survey in the OE/BE conditions (N=20). 
According to the survey result, in the explicit-distraction conditions, (a) participants felt signifcantly less interfered with due 
to the distraction and (b) found it easier to catch up after the distraction in the OPARTS condition compared to the baseline. 
Additionally, (c) participants thought that they understood meeting contents better when the OPARTS condition is given, but 
there was no signifcant diference. 

Method Type Method 
# of answers in 

OE condition BE condition 

Traditional Methods 
Infer from the conversation 13 20 

Ask other participants 1 2 

Summary 14 

N/A 
OPARTS Features Full-transcript 11 

Keyword 7 

Table 3: Response to a multi-select question “Which methods did you use to catch up on the meeting after the distraction?” in 
the OE/BE conditions (N=20). Participants in the BE condition mostly inferred from the conversation, while participants who 
were given OPARTS mainly used OPARTS’s real-time transcriptions. 

average overall scores were 0.62 (SD=0.0456) for the OE group 
and 0.45 (SD=0.151) for the BE group (Figure 4a). Similarly, for the 
distraction interval only, participants from the OE group scored 
higher than those from the BE group. The average score of the OE 
group was 0.55 (SD=0.209), while the average score of the BE group 
was 0.40 (SD=0.285) (Figure 4b). Although we found no statistically 
signifcant diference between the two scores (U =16.5 and p>.05),
we conjecture that the diference will be more signifcant if the 
complexity of the conversation increases, as the post-survey ques-
tion “How much did the transcriptions help you catch up after the
multitasking?” was scored 4.4 (SD=0.548) out of 5.

We also tested for a ripple efect of providing transcriptions by 
comparing the scores of questions from the RfD interval (i.e., esti-
mated time interval during which participants are expected to use 
reading the transcriptions after the distraction). Contrary to our 
expectation that the OE group’s score would be slightly lower due 
to the time spent reading the transcriptions, participants in the OE 
condition showed a signifcantly higher average score compared to 
those in the BE condition (U =22.0 and p<.05). The average scores
were 0.8 (SD=0.209) for the OE condition and 0.45 (SD=0.209) for 

the BE condition (Figure 4c). In line with the quantitative result, the 
average score on the post-survey question was 2.00 (SD=1.00) out 
of 5, confrming that the distraction caused by reading the transcrip-
tion was not large enough to hamper the meeting experience. Even 
if a negative ripple efect arises due to the transcriptions, real-time 
transcriptions can help participants recover from it. 

5.4 H2: Real-time transcriptions help 
participants to keep up with the meeting 
when an implicit-distraction occurs. 

5.4.1 Study 1. To analyze the efectiveness of real-time transcrip-
tions when no explicit distractions are given (i.e., only implicit 
distractions), we analyzed the data collected from the OI and BI con-
ditions. In these conditions, although we did not deliberately inject 
any distractions or instruct participants to engage in multitasking, 
the participants spontaneously lost focus during the meeting (see 
Figure 7b). OPARTS’s user focus logger reported that 15 out of 23 
participants experienced a distraction at least once. 
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(a) Overall questions (b) Questions from the distraction interval (c) Questions from the RfD interval 

Figure 4: The average score of the true/false questions from the OE/BE conditions (N=5). In the explicit-distraction conditions, 
participants who used OPARTS scored signifcantly higher than those who did not. They also scored higher with questions 
from the distraction interval, but there was no signifcant diference. Additionally, participants in the OE condition scored 
signifcantly higher with the questions from the RfD interval. 

The statistical analysis results of the post-survey questions con-
veyed that the participants in the implicit-distraction group (i.e., OI 
and BI) also found OPARTS useful for catching up on the meeting 
after a distraction (W =73.0 and p<.005). The average scores on the 
question “How difcult was it to catch up on the meeting after the 
distraction?” (lower is better) were 1.61 (SD=0.941) for the OI condi-
tion and 2.74 (SD=1.48) for the BI condition (Figure 5b). However, 
we found no signifcant diference (W =57.0 and p>.05) between the 
two conditions (i.e., OI and BI) on the question “How much did the 
distraction interfere with you?” (Figure 5a), as all distractions were 
spontaneous. The average scores were 2.48 (SD=1.34) for the OI 
condition and 2.70 (SD=1.30). For the question “How well did you un-
derstand the meeting?”, we found that the participants thought that 
they understood meeting signifcantly better when using OPARTS 
(W =57.0 and p<.05). The average scores were 4.61 (SD=0.499) for 
the OI condition and 4.09 (SD=0.848) for the BI condition. 

Similar to the fndings from H1, participants under implicit 
distractions also utilized real-time transcriptions actively. Table 4 
shows how participants responded to “Which methods did you use to 
catch up on the meeting after the distraction?” The results convey a 
trend similar to that of H1. When real-time transcriptions were not 
given (i.e., BI), participants mainly used infer from the conversation 
to catch up on the meeting, whereas when real-time transcriptions 
were given (i.e., OI), participants mainly used OPARTS. One in-
teresting observation is that the percentage of participants who 
relied heavily on OPARTS (i.e., participants who only used OPARTS) 
(56%) was greater than that of the participants under an explicit 
distraction (35%). This indicates that participants found real-time 
transcriptions efective enough even in the implicit-distraction con-
dition, where only spontaneous distractions existed. 

The user activity logger of OPARTS also suggested that the ma-
jority of the participants utilized OPARTS’s transcription features. 
According to the user activity analysis, 19 out of 23 participants 
scrolled the transcriptions at least once during the meeting. In 
addition, the average amount of scroll events during the meeting 
difered only by 9% between the implicit group and the explicit 
group, indicating that the participants in the implicit-distraction 
condition utilized real-time transcription as much as those in the 
explicit-distraction condition. 

5.4.2 Study 2. We compared the true/false scores from the implicit-
distraction group (i.e., OI and BI) to quantitatively validate H2. 
Because the implicit-distraction condition does not include fxed 
distractions or an RfD interval, we only compared the overall scores. 
The average overall scores were 0.58 (SD=0.118) for the OI condi-
tion and 0.54 (SD=0.167) for the BI condition (Figure 6). However, 
there was no signifcant diference in the scores between the two 
conditions (U =48.5 and p>.05). Our conjecture with regard to this 
result is as follows: because the meetings were short and the topics 
were easy, participants had no trouble understanding the overall 
meeting contents. We believe that real-time transcriptions will con-
tribute more to people’s understanding of meetings if the topics 
require more efort to follow, as difcult meetings tend to cause 
more distractions [15] and require more of a cognitive load to catch 
up on the missing parts. We discuss this matter in more detail in 
the Limitations and Future Work section (see Section 6.3). 

5.5 H3: Participants’ reliance on real-time 
transcriptions increases after distracting 
events. 

Lastly, to verify whether participants utilized real-time transcrip-
tions more actively after the distraction, we conducted an in-depth 
analysis of the logs collected from OPARTS. First, we plotted each 
participant’s degree of activeness with respect to the time axis 
to observe at which interval users more frequently use real-time 
transcriptions. Then, to grasp on the high-level view of this phe-
nomenon, we divided the users’ on-focus intervals into two sections: 
1) recovery from a distraction interval (RfD) 1 and 2) a fully en-
gaged interval 2. Figure 7 shows the resulting graph of two of our 
participants. According to our statistical analysis, the RfD interval 
showed a signifcantly denser degree of activeness compared to the 
fully engaged interval (W =369.0 and p<.005). The average degrees 
were 0.55 (SD=0.0589) for the RfD interval and 0.35 (SD=0.0365) 
for the fully engaged interval. This indicates that participants used 

1A time interval where users start to re-focus on the meeting and try to catch up on 
the meeting after a distraction–each interval has a maximum length of 90 seconds.
2The remainder of the on-focus interval, during which users are expected to be fully 
focused on the meeting. 
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(a) “How much did the distraction interfere 
with you?” (lower is better) 

(b) “How difcult was it to catch up on the 
meeting after the distraction?” (lower is bet-
ter) 

(c) “How well did you understand the meet-
ing?” (higher is better) 

Figure 5: The number of participants who reported each score on the survey in the OI/BI conditions (N = 23). According to the 
survey result, (b) participants who used OPARTS felt it to be less difcult to catch up after a distraction compared to those who 
did not. (a) There was no signifcant diference in the degree to which the distractions distracted. (c) Participants responded 
that they thought that they understood the meeting better when using OPARTS, but we found this result unreliable. 

Method Type Method 
# of answers in 

OI condition BI condition 

Infer from the conversation 9 20 

Traditional Methods Ask other participants 2 1 

Catch up not needed 0 2 

Full-transcript 14 

N/A 
OPARTS Features Summary 12 

Keyword 7 

Table 4: Responses to the multi-select question “Which methods did you use to catch up on the meeting after the distraction?” 
in the OI/BI conditions (N=23). Participants in the BI condition mostly inferred from the conversation, while participants who 
were given OPARTS mainly used OPARTS’s real-time transcriptions. 

Figure 6: The average score of the overall true/false questions 
from the OI/BI conditions (N=9). In the implicit-distraction 
conditions, participants who used OPARTS scored higher 
than those who did not, though without statistical signif-
cance. 

real-time transcriptions more actively after being distracted and 
that our hypothesis thus holds true. 

5.6 Usefulness of Diferent Types of Real-time 
Transcriptions 

On top of the efectiveness of real-time transcriptions as a whole, 
we also analyzed the usefulness of each individual type of real-
time transcription (i.e., full-transcripts, summaries, and keywords). 
First, we present statistical results derived from user responses 
and logs collected from OPARTSin Study 1 to verify which type of 
real-time transcriptions was more useful and more actively used 
during the experiment. Then, we identify the characteristics of each 
transcription type based on the user comments collected from the 
user study. 

Statistical Results. One observation from the user responses is 
that the full-transcript and the summary are more useful than the 
keyword type. As shown in the table 3 and 4, the number of partic-
ipants who reported that they used the full-transcript (avg N=12.5) 
and summary (avg N=13) was signifcantly higher than those who 
reported that they used the keyword (avg N=7). In addition, on the 
questions “How useful was each function during the meeting?” (higher 
is better) and “How much did each function help you to catch up after 
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(a) Participant AG32 in the OE condition 

(b) Participant BG28 in the OI condition 

Figure 7: Example user activity analysis for a recovery from a distraction. The degree of activeness shows the window scroll 
count in the transcription area in units of ten seconds. There are areas indicating periods when the participant is out-of-focus 
and areas referred to as Recovery from Distraction (RfD) intervals, which is immediately after the participant became on-focus. 
The participant actively used the transcription features by scrolling the transcription area, especially in the RfD interval. 

the meeting?” (higher is better), the full-transcript and the summary 
scored signifcantly higher than the keyword type (W =487.0 and 
p<.05, W =358.0 and p<.05 for the full-transcript and the keyword 
types, respectively; W =444.0 and p<.005, W =361.0 and p<.001 for 
the summary and the keyword types, respectively; see Figure 8). 
The average scores for the questions “How useful was each function 
during the meeting?” (higher is better) were 3.63 (SD=1.27) for the 
full-transcript, 3.67 (SD=1.19) for the summary, and 2.93 (SD=1.32) 
for the keyword types. The average scores for “How much did each 
function help you to catch up after the meeting?” (higher is better) 
were 3.47 (SD=1.39) for the full-transcript, 3.74 (SD=1.24) for the 
summary, and 2.84 (SD=1.48) for the keyword types. 

Meanwhile, one interesting observation is that although we ex-
pected the summary to be more useful than the full-transcript given 
that the summary provides denser information and it is easier to 
read, we found no signifcant diference between the scores assigned 
these two types in both questions (W =328.0 and p>.1, W =338.5 

and p>.1). Similarly, in the post-survey question, where we asked 
“Between two inter-switchable transcription modes (i.e., full-transcript 
mode or the summary mode), which mode did you use more often?”, 
41.86% of the participants reported that they mainly used the full-
transcript mode, while 58.14% of the participants reported that they 
used the summary mode mainly. There was no clear diference as 
to which mode users thought was more useful. 

Another interesting observation is, contrary to our expectation, 
that users would switch between modes from time to time as needed 
(e.g., summary after a long distraction and full-transcript after a 
short distraction); most participants tended to use only one of the 
modes regardless of the duration of the distraction or the meeting 
condition. Figure 9 shows a distribution graph of the participants 
with respect to the ratio at which they used the two modes, demon-
strating that most participants resided at either end of the distri-
bution. This reveals that the majority of the participants stuck to 
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a single mode throughout the meeting, whereas only a few partic-
ipants used both modes equally. Moreover, Figure 10 shows that 
25.6% of the participants never switched their mode at all, and even 
when they did, most participants (51.15%) returned to the default 
mode and used it mainly throughout the meeting. This shows that 
most of the participants did not have a clear preference between 
the two modes but rather tended mainly to use the mode given as 
the default. 

Characteristics of diferent types of real-time transcrip-
tions. Although participants showed no clear preferences towards 
diferent types of transcriptions, the user comments collected from 
the survey suggest that each type has diferent usage purposes and 
characteristics. 

Full-transcript. Participants found the full-transcript particu-
larly useful when they did not want to miss any details and when 
ensuring that they were correctly following the context: “Because 
there was a case where I couldn’t understand the specifc part of the 
other person’s opinion. So, instead of reading the summary of his opin-
ion, I needed to confrm some specifc part. Therefore, full-transcript 
mode was more useful in my experience [BG13],” “I like to get the 
detailed view even when I don’t read the whole of it [BG32],” “Be-
cause I do not want to miss any detail [AG23].” Participants also 
commented on how the real-time full-transcript is useful after a 
short distraction, as it generates a transcription word by word in 
real time: “I could follow up even if I got distracted for a moment 
because the full-transcript immediately generated what others were 
saying [BG28].” 

Summary. On the other hand, participants preferred the sum-
mary because it provides more understandable text, makes it easy 
to catch the gist, and is shorter: “The full-transcript can be too long 
so summary mode is easier to scroll and glance through just to get the 
general gist [AG36],” “Summarizing keeps stuf simple. Since I also had 
to listen to the discussion, having a short summary was easier than to 
read the entrire[sic] thing [BG34].” In addition, it is easier to identify 
the gist from the summary owing to its length and the characteristic 
that it omits unnecessary phonetic expressions such as ‘uh’ or ‘um’: 
“Some speakers (especially me) had a lot of utters (uh, I, I think, um, 
so, and). Some speakers beat around the bush. Summaries provide 
a shorter and more comprehendible[sic] text [AG23].” However, we 
also noticed that a few participants felt awkward with regard to the 
quality of the summary: “Sometimes summary has a little inaccu-
racy so I was referring to the full-transcript for clarifcation [AG38].” 
Therefore, there is a possibility that the preference tendency in 
Section 5.6 will change if the summary quality is improved. 

Keyword. Despite the analysis results showing that keywords 
are less helpful than the full-transcript and the summary, several 
participants felt keywords were useful for reading and understand-
ing the topic quickly: “It was useful as it helps understand the whole 
points made by the speaker by just looking at few words [BG17],” “It 
helped to understand the trend of the discussion. Especially after I 
came back from doing subtask [AG33].” 

On the other hand, participants also commented that the key-
words did not provide sufcient information due to the short length 
of the list: “It quite a deal to understand a speaker’s points by keyqords[sic] 
only. It’s better to use the real-time summary [AG48],” “Not as useful 
because I am aware of the keywords while listening, even if a little 
distracted [AG36].” 

5.7 Confdence of Participants in Their Memory 
One interesting observation from Study 2 is that participants in the 
OPARTS condition were more confdent with their true/false an-
swers. Participants in OPARTS conditions (i.e., OE and OI) selected 
I’m not sure signifcantly less than participants in the baseline con-
ditions (i.e., BE and BI) (U =309.5 and p<.005). The average numbers 
of I’m not sure were 1.05 (SD=0.911) for OPARTS conditions and 
2.14 (SD=1.28) for the baseline conditions. This indicates that par-
ticipants who used OPARTS felt more focused during the meeting 
and thus had more confdence in their memory. 

6 DISCUSSION 

6.1 Additional Benefts of Using Real-time 
Transcriptions in Online Meeting 

Sections 6.1.1 and 6.1.2 describe the additional benefts of real-time 
transcriptions as commonly noticed by a number of participants(12 
out of 43 in Section 6.1.1 and 6.1.2, respectively), and Section 6.1.3 
summarizes potential benefts worthy of further study as noticed 
by a few participants. 

6.1.1 Support Recalling Contents. Twelve out of 43 (27.9%) of the 
participants from Study 1 commented that the beneft of the real-
time transcription is not limited to distracted situations. Functions 
in OPARTS can be helpful in situations where speech is difcult 
to understand. According to the participants’ comments, OPARTS 
helped them catch up with the fow when too many people spoke 
simultaneously: “There were some times when multiple people were 
speaking, it was a bit burden to catch up all the ideas. However, 
thanks to full-transcript and summary section, I could reread while 
people were arguing and obtain more defensive arguments [AG18].” 
Other participants also commented that skimming the transcription 
helped them catch the point when the speech was long: “However, 
there was one instance where one of the speakers had gone on a 
particularly lengthy speech and I had forgotten what their frst point 
was. To rectify this, I simply glanced at the full-transcript panel and 
saw a few ‘buzz words’ that reminded me [AG44].” 

6.1.2 Support Multi-modal Listening. Twelve out of 43 (27.9%) par-
ticipants of Study 1 also commented that real-time transcriptions 
are useful for supporting hearing problems. In online meetings, it is 
sometimes challenging to have a seamless conversation due to noise 
or technical issues [39, 42, 67]. Many participants noted that real-
time transcriptions were useful when meetings were interrupted 
due to temporal network issues or the surrounding environment 
because real-time transcriptions can assist or replace the audio 
stream: “It captures almost everything. So we can go back to read at 
anytime, especially when you cannot hear the speaker well or when 
you are distracted [AG23],” “When the voice was not clear, it was a 
great help in understanding the content [BG37].” In addition, there 
were comments that it was helpful to solve communication prob-
lems that could occur because of diferent accents from the various 
nationalities of the participants: “There is a pronunciation that I 
cannot understand, but when the person who used that pronunciation 
talked, I used the full-transcript usefully [AG26].” From the com-
ments above, we can confrm that the quality of transcriptions is 
sufcient to capture what people said, even when they had various 
accents. 
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(a) “To what degree was each 
function useful during the meet-
ing?”(higher is better) 

(b) “How much did each function help you 
to catch up after the meeting?”(higher is 
better) 

Figure 8: The average score of each transcription types on the survey 
questions (N=43). Participants felt that the full-transcript and the 
summary were more efective than the keyword, while there was no 
signifcant diference found between the scores assigned to the full-
transcript and the summary. 

Figure 9: Distribution of the participants 
with respect to the ratio at which partici-
pants used two modes. The graph shows that 
participants tended to use only one of the 
two modes. 

Figure 10: Mode usage tendency for participants. Participants tend to use default mode more frequently, regardless of which 
mode was given as the default mode. 

6.1.3 Potential benefits. Through a post-survey, many participants 
shared detailed comments describing their experiences and expec-
tations with OPARTS. Based on their comments, we summarize the 
potential benefts of real-time transcriptions, which are worthy of 
further study. 

(a) Reduce Mental Fatigue. We fnd that transcriptions can 
alleviate mental fatigue, one of the well-known problems associ-
ated with online meetings. Some participants commented that the 
burden of attending meetings was reduced: “I felt much more com-
fortable since the script is written in real-time [BG36].” We expect that 
reducing mental fatigue can make people better engage in meetings 
and beneft from a virtuous cycle that reduces multitasking caused 
by mental fatigue. 

(b) Allow People to Participate Less in Unnecessary Parts 
of a Meeting. We anticipate that real-time transcriptions will allow 
people to follow the ongoing topic of a meeting while remaining 
less engaged in the less important parts of the meeting. Participants 
noted that the provided transcriptions reduced the sense of obliga-
tion to listen to all the contents of the meeting: “I was just waiting 
for the summary to come instead of listening for what they were say-
ing [AG38],” “It also gave me the impression that I could skip listening 
and fnd what I need in the text [BG32].” This also aligns with the 
future work suggested in an earlier study: capturing topics from 
real-time transcriptions would help people to skip unnecessary 
parts of a meeting [15]. 

(c) Enhance Meeting Performance. Providing a real-time tran-
scription is expected to help with performance degradation prob-
lems by, for instance, decreasing the uniqueness of ideas [2] by 
reducing the cognitive load required to participate in the meeting 
after a distraction. In fact, there were comments that the real-time 
summary helped to improve the discussion quality: “Having fast 
real-time summary helped me to better catch the important points and 
come up with more defensive and good counterarguments [AG18].” 

(d) Support Documenting. We also fnd comments that align 
with previous studies about note-taking assistants. Kalnikaite et 
al. [37] showed that providing real-time automatic speech recogni-
tion and a simple annotation tool can help people to reduce their 
cognitive load when taking notes. In addition, one participant noted 
that the functions in OPARTS helped with note taking: “... and the 
full-transcript was even more useful because I can take note of specifc 
points and arguments [AG35].” Since meeting-related multitasking 
can cause a decrease in performance regarding the conversation 
pace and interaction [2], this suggests the positive aspect that tran-
scription can solve the performance degradation experienced by 
people who engage in meeting-related multitasking. 

(e) Assist Deaf or Hard-of-Hearing Participants. From the 
results, we fnd the possibility that the real-time transcription func-
tions provided by OPARTS can help improve the accessibility for 
DHH individuals. Previous works showed a diverse preference of 
captioning from the DHH community. To satisfy the preferences 
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of DHH users, they suggested providing options to select the style 
of the captions desired by each person [12] or providing diferent 
types of captions according to the degree of hearing [55]. Therefore, 
OPARTS, which provides various transcription levels, is expected 
to be an excellent option to help DHH users participate in real-time 
online meetings. 

(f) Apply in Remote Online Lectures. Some participants men-
tioned that the functions of OPARTS would be helpful in a remote 
lecture because the full-transcript provides details in real time: “I 
think using this in real-time lecture is really good for students, because 
sometimes we fell asleep during the lecture or gets easily distracted to 
use phone. So, these diferent features are really important to get back 
the fow of the lecture [AG11].” According to previous studies, much 
multitasking occurs in the classroom environment. Students who 
multitask during lectures are less focused [7] and remember less 
content [32]. Also, in non-face-to-face lectures, internet connection 
problems often cause one to miss the content [9, 22]. Transcriptions 
can help students catch up on what they missed and become more 
engaged. However, unlike online meetings, lectures are usually 
one-way afairs; thus, diferent efects of transcription depending 
on the type of video conferencing should be considered. 

6.2 Design Guideline for Real-time 
Transcriptions in Online Meeting Tools. 

6.2.1 Adequate Amount of Information to Provide in Real-time 
Online Meetings. While most participants found OPARTS useful 
enough, one participant reported that the real-time transcriptions 
in OPARTS induced distractions to her: “Too much text distracts 
my attention from what people are talking about [AG12].” Studies 
have shown that providing too much information during a real-
time meeting is cognitively burdensome and distracting [68, 70]. 
To maximize the benefts of real-time transcription, we should also 
consider the amount of distraction caused by the given functions. 
Although real-time transcriptions in OPARTS did not negatively 
afect our study, to maintain a positive impact from transcription 
and reduce distractions in online meeting platforms where various 
functionalities also exist, future applications should fnd an appro-
priate amount of information to display during meetings or should 
give users a choice to hide the functionalities as desired. 

6.2.2 Adequate Design for Displaying Transcriptions. Some partic-
ipants suggested changing the design of the transcriptions as an 
improvement. The readability of transcriptions can be increased by 
displaying them in a more adequate format (e.g., bullet points, para-
graph division): “It would be better if the full-transcripts were divided 
into paragraphs [BG22],” “It would be better if the summaries with 
shorter lengths were provided in bullet points [BG36].” Some others 
pointed out the positions of the transcriptions: “The full-transcript 
mode could be changed to subtitles in the video pane[sic] if possible 
[BG32].” Indeed, although OPARTS places transcriptions next to the 
video so that users can freely scroll up and down, other forms of 
online meeting tools can reposition the transcriptions in the form 
of subtitles so that users can watch videos and read transcriptions 
simultaneously. 

6.2.3 Suitable Transcription Type for Real-time Online Meetings. 
We fnd that each transcription type has varying characteristics 

and that their suitable usages are very distinct (see 5.6). Thus, to 
maximize the impact of transcriptions in reducing the adverse ef-
fects of a distraction, the types of transcriptions provided should be 
fexible. We expect that the type of efective transcription will difer 
depending on the meeting characteristics. For example, because 
the online-meetings used in our study were short and given that 
the topics did not change often, participants found the keywords 
relatively unnecessary. However, in longer meetings where the 
topics change frequently, we expect keywords to be very useful to 
those seeking quickly to grasp the topic and following the context. 
Also, when a meeting includes many details, such as numbers, the 
preference for the full-transcript may increase, and in meetings that 
include many long utterances where grasping the key sentences is 
important, the preference for a summary may increase. Likewise, 
we believe that the usefulness of diferent levels of transcriptions 
will difer depending on the characteristics of the meeting as well 
as the characteristics of the members, such as the frequency of such 
meetings (i.e., one-time, weekly, monthly), intimacy between par-
ticipants (i.e., coworkers, frst meet), and the level of understanding 
of each participant’s meeting agenda (i.e., beginner, expert). 

6.3 Limitations and Future Work 
From the user study and its results, we have noticed that our study 
has several limitations that future works can explore further. 

First, we chose discussion topics for which it is easy to share 
opinions and are universal enough to create an environment where 
frst-timers can easily engage in meetings. From Study 1, the score 
on the question “how well did you understand the meeting?” showed 
that most participants could easily understand the contents of the 
meeting, as intended. From Study 2, participants in the implicit-
distraction condition showed high true/false scores regardless of 
the presence of OPARTS. We reason that this stemmed from the low 
complexity of the meeting topic. Because the topic was designed 
to be universal and easily debatable between non-native English 
speakers, it did not require much concentration to catch up with 
the meeting contents. As a result, the need for OPARTS diminished 
when it comes to helping participants understand the meeting 
and when no explicit distractions were given: “The content is not 
very complicated. SO[sic] it is easy to infer. I don’t think that would 
be the case if we were discussing a more technical or complicated 
topic [BG24].” We will further explore the efect of OPARTS on 
the understanding of meeting contents using more complex and 
non-universal topics. 

Second, our User Focus Logger insufciently captured the dis-
traction behaviors, missing some. Because the logger reports that 
the users are ‘on-focus’ as long as they have OPARTS on the top 
of the screen, we were not able to capture some spontaneous dis-
tractions, such as the use of smartphones, daydreaming, and others. 
We attempted to resolve this limitation by implementing an eye 
gazer inside OPARTS. However, many participants did not have a 
sufcient environment to run the eye gazer on their own devices 
(e.g., no camera, a low-spec computer, among others), and there was 
a geographical limitation to providing a separate eye gazer device 
because the participants were distributed in their own convenient 
locations. In future work, we will adopt various measures, such as a 
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lightweight eye gazer, a brain wave detector, and video recognition 
to calculate the ‘on-focus’ interval more strictly. 

Lastly, our work has the potential to reveal other interesting ob-
servations when targeting diferent meeting characteristics or when 
used for long-term observations. As mentioned in Section 6.2.3, the 
usefulness of each transcription is expected to difer due to varying 
meeting characteristics. In addition, during long-term observations, 
factors such as the importance, length, and difculty of the meeting 
topic are also expected to afect the OPARTS usage patterns of the 
meeting participants. 

7 CONCLUSION 
In this study, we explored the various impacts of real-time tran-
scriptions in assisting people to catch up with a meeting fow and 
helping them feel less interfered with, even after distracting ac-
tivities. To the best of our knowledge, our study is the frst to 
investigate the role of diferent real-time transcriptions (i.e., full-
transcript, summary, and keyword) during online meetings with 
controlled experiments and the frst to prove their efectiveness. 
Our two studies suggest that real-time transcriptions can very 
efectivly help users recover from distractions (i.e., unwanted dis-
tractions and spontaneous distractions) during a meeting. Also, our 
analysis of various user behavior logs shows that users have no 
clear preference between the full-transcript and the summary while 
fnding keywords less helpful than the other two. From our discus-
sions of other impacts of real-time transcriptions and their varying 
characteristics, we anticipate that future online meeting tools will 
provide users with the best possible online meeting experience with 
guidance on implementing real-time transcriptions. 
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